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I had a dream, which was not all a dream. 

The bright sun was extinguish'd, and the stars 

Did wander darkling in the eternal space, 

Rayless, and pathless, and the icy earth 

Swung blind and blackening in the moonless air; 

Morn came and went--and came, and brought no day, 

And men forgot their passions in the dread 

Of this their desolation; and all hearts 

Were chill'd into a selfish prayer for light:… 

 

Extract from “Darkness” by Lord Byron (July, 1816) 

 



vi 

ACKNOWLEDGEMENTS 

This research was funded in large part by the United States Department of 

Energy.  I want to thank my advisor, Ray Bradley, for providing me with invaluable 

guidance and inspiration.  Frank Keimig proved indispensable by providing good humor 

and sound technical support for everything from e-mail to data acquisition to 

programming.  I also want to thank the University of Massachusetts Department of 

Geosciences and the Climate System Research Center students and faculty, particularly 

Mathias Vuille, Carsten Braun, Ted Lewis and Mark Besonen, for their friendly support 

and technical help. 

Caspar Ammann, from the National Center for Atmospheric Research, deserves a 

great many thanks for providing me with model output from the Millennium simulations 

as well as a series of other shorter CSM1.4 runs that were subsequently used as input for 

ReCM simulations.  I am also thankful to NCAR for granting me time on their 

supercomputers and processing machines as well as travel and lodging assistance during 

three separate trips to the CCSM workshops.  Wei Chyung, Wei Gong and Caiming 

Shen, from the State University of New York, Albany are also thanked for providing 

output from their East Asian RCM.  The folks at SUNYA were also very generous with 

their time, computing expertise and resources throughout this project. 

Michael Chenoweth was very kind to share daily adjusted marine air temperature 

measurements from the South China Sea.  Mary Davis and Lonnie Thompson are thanked 

for sharing annual resolution water equivalent snow accumulation and d18O data from 

their Tibetan Plateau Dasuopu and Dunde ice cores. 

 



vii 

ABSTRACT 

RECONSTRUCTING THE EAST ASIAN MONSOON RESPONSE TO MAJOR 

VOLCANIC ERUPTIONS: A TEST OF MODEL SKILL WITH INSTRUMENTAL 

AND PALEOCLIMATE DATA 

 

SEPTEMBER 2006 

 

JAMES A. BRADBURY, B.A. THE COLORADO COLLEGE 

M.S., UNIVERSITY OF NEW HAMPSHIIRE 

Ph.D. UNIVERSITY OF MASSACHUSETTS AMHERST 

Directed by: Professor Raymond S. Bradley 

 

Global and regional-scale climatic changes caused by volcanic eruptions are 

difficult to discern conclusively based on limited 20th century climate records.  Analyses 

of paleoclimate records and global climate model (GCM) simulations indicate that a 

significantly increased volcanic signal occurs in East Asia in response to historical 

eruptions, many of which were much larger than those experienced in the 20th century.  

Records of historical floods vs. drought in eastern China suggest that major eruptions 

over the past millennium typically led to a relatively wet north and a dry south.  The 

GCM simulates a 10% reduction in the strength of tropical Hadley circulation and 

significantly decreased precipitation throughout the tropics under Tambora-like volcanic 

forcing conditions.  The volcanic- induced weakening of the West Pacific sub-tropical 

high apparently contributes to a decrease in modeled precipitation throughout 

northeastern China.  Meanwhile a general decrease in tropical precipitation resulting from 
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reduced incoming solar radiation and lower evaporation is hypothesized to have caused 

observed (and modeled) decreases in summertime precipitation in southeastern China. 
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4.19. Map of correlations between 500 hPa geopotential heights and 
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and SEC.  For reference, precipitation regions are marked by translucent 
grey boxes, while the Okhotsk High and WPSHz index domains are 
also shown in the center plot.  Individual correlation values greater than 
0.4 (or less than -0.4) are significant with roughly 95% confidence (not  
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from 60°N to 60°S, averaged over all longitudes (NCEP reanalysis data, 
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meridional wind velocity at 200 hPa and 850 hPa and is expressed here in 
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4.24. Average DI anomalies during El Niño events, for the period from 1791 – 
1979 AD.  As reflected on the color-scale, positive DI anomalies indicate 
more frequent drought (red) while negative DI anomalies indicate more 
frequent flooding (blue) during El Niño years.  The diameter of each circle 
is proportional to the total number of years (N) during which DI data were 
available for this analysis (maximum N = 24).  Circles with black 
perimeters are significant with at least 95% confidence, based on 
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intervals for the true mean during each month (based on 2× the standard 
error) .................................................................................................................. 166 

 
5.1.   SAGE II stratospheric aerosol optical depth measurements from the period 

before and after the eruption of Mount Pinatubo, on June 15, 1991 
(Source: Self et al., 1996; public domain) ......................................................... 197 

 
5.2.   Annual time series of SAOD (from Figure 3.12) averaged from January to 

December over the tropical region (24°N to 24°S).  The dashed line 
illustrates an arbitrary threshold (the 99th percentile) to select a sampling 
of years with high forcing, for subsequent model and observational 
composite analyses ............................................................................................. 198 

 
5.3.   The observed monthly AO anomaly during high volcanic forcing months 

(1899 - 1999; n = 6/ month).  Monthly composites include data from 
months following Santa Maria (1902), Agung (1963), El Chichón (1982) 
and Pinatubo (1991).  Gray vertical bars represent the 95% confidence 
interval of the true mean in each month...............................................................199 
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5.5.  (a) Observed monthly zonal mean vertical wind shear from 60°N to 60°S, 
averaged over all longitudes (identical to Figure 4.22), in m/s units.  
Vertical wind shear is defined as the difference between meridional wind 
velocity at 200 hPa and the same at 850 hPa.   (b) Zonal mean vertical 
wind shear anomalies during the 10 years between 1948 – 1999 with the 
lowest average SOI values (~El Niño conditions).  (c) Composite mean 
vertical wind shear anomalies during high forcing months following the 
Agung, El Chichón and Pinatubo eruptions (n = 3/month).  Monthly 
vertical wind shear anomalies are also plotted during individual years with 
high forcing following the (d) Agung, (e) El Chichón and (f) Pinatubo 
eruptions.  Statistically significant results in (b) and (c) are highlighted by 
red and blue shading, as in Figure 5.4.  Contour intervals are 0.1 m/s for 
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identical analysis, except that NCEP data were first filtered with a 10-year 
Lanczos high-pass filter and the SOI signal was linearly removed at each 
grid point (similar to Robock and Mao, 1995). Statistically significant 
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anomalies during high volcanic forcing years during the period from 1902 
and 1999, based on unfiltered CRU data.  Panels (b) and (d) show results 
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added at 0.5°C intervals.  DJF composites include: 1903, 1904, 1964, 
1969, 1983 and 1992 (n = 6). JJA composites include: 1903, 1963, 1982, 
1991, and 1992 (n = 5) ........................................................................................203 

 
5.8. Same as Figure 5.7 except for precipitation rate, plus line contours were 

added at 0.5 mm/day intervals.............................................................................204 
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5.11. Time-series of decadally averaged tropical (24°N – 24°S) SAOD forcing 
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southeastern China (Wang and Wang, 1990, purple, blue and orange), 
while the fourth record (green) is based on an area-weighted multi-proxy 
year-round temperature reconstruction for the entire East Asia region 
(Yang et al., 2002).  R-values show results from correlation analyses 
between each of the respective temperature series and the SAOD index at 
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forcing.  As reflected on the color-scale, positive DI anomalies suggest 
more frequent drought (red) while negative DI anomalies indicate more 
frequent flooding (blue).  Panel (a) illustrates the DI response during 
eruption years defined by Ammann et al. (2006) SAOD data, during the 
period from 1470 to 1979 (N = 10; Table 5.1).  Panel (b) illustrates the DI 
response during eruption years defined by IVI data, between 1650 and 
1979 (N = 12; Table 5.2).  The diameter of each circle is proportional to 
the total number of years (N) included in each composite.  Only sites with 
data available for at least 5 eruptions are shown.  Circles with black 
outlines are significant with at least 95% confidence, based on individual 
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in percent units, expressing the frequency with which eruptions years are 
characterized by drought or severe drought (DI = 4 or 5) vs. flood or 
severe flood (DI = 1 or 2).  The top two panels illustrate the DI response 
during eruption years defined by Ammann et al. (2006) SAOD data, 
during the period from 1470 to 1979 (N = 10; Table 5.1).  The bottom two 
panels illustrate the DI response during eruption years defined by IVI data, 
between 1650 and 1979 (N = 12; Table 5.2).  The diameter of each circle 
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5.14. The stationarity and significance of the hydroclimatic response to the 
highest (top 98th percentile) summer (MJJAS) volcanic forcing conditions 
during the period from (a) 950 – 1469 AD, (b) 1470 – 1999 AD, and (c) 
over the entire period of the WI record.  Composite WI anomalies (red 
diamonds) are shown for NEC (top), the YRV (middle), and SEC 
(bottom).  Error bars (grey horizontal lines) represent 95% confidence 
intervals for the true mean of each composite.  The specific years included 
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forcing.  Composites highlighted by the solid vertical rectangle illustrate 
average WI anomalies during years with the highest SAOD forcing during 
the months of June – August (simultaneous with the response season).  
Within the dashed vertical rectangle, years included in WI composites 
were selected for having the top 98th percentile of SAOD forcing during 
each of the other three seasons (Dec. – Feb.; Mar. – May.; Sep. – Nov.; in 
the same year as the response season).  Outside of the vertical rectangles, 
years selected for inclusion in WI composites are one or two years earlier 
(right) or later (left) than the years within the vertical rectangles.  For 
example, all years included in WI composites marked “MAM+1” (left) are 
exactly one year after those included in composites marked “MAM,” 
allowing an assessment of a possible one year lagged response to forcing 
in that season.  Likewise, all years included in WI composites marked 
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5.17.  Four panel plots show Lanczos high-pass filtered time series for the a) An 
and b) d18O records from the Dunde Ice Cap (Davis et al., 2005) plus, a 
test of the c) An and d) d18O response to volcanic forcing.  Red bars at the 
bottom of (a, b) mark years (Jan. – Dec.) in which Ammann et al. SAOD 
forcing is in the top 96th percentile during the period from 1801 – 1986 
(eruptions: unknown, Tambora, Cosiguina, Krakatau, Santa Maria).  
Stationarity and statistical significance of the c) An and d) d18O response is 
shown in the bottom plots.  Red diamonds show composite averages while 
grey horizontal lines represent 95% confidence intervals for the true 
composite means over the beginning (1801 – 1879), end (1880 – 1986) 
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6.1.  Summer season climatologies of surface conditions based on observations 

and results from the CSM1.4 Millennium simulation (1961 – 1990).  
Panels show (a) reference height temperature (NCEP), (b) precipitation 
(CMAP), and (c) sea-surface temperature (NOAA-ER SST).  The model 
biases (right panels) were computed by subtracting the observations (left 
panels) from the model values (center panels), after model data were 
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6.2. Comparing CMAP (left panels) with CSM1.4 (right panels) output, 

Hovmoller diagrams show the annual cycle of monthly precipitation, 
zonally averaged at each latitude across eastern China (105° – 122°E; 
1961 – 1990 AD).  Latitude-month precipitation values are presented as 
averages (top; mm/day) and as percentages of annual means (bottom), to 
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6.3. Comparing monthly snowcover from observations (top 12 panels) with 

CSM1.4 output (bottom 12 panels), in percent units.  Observations are 
derived from weekly NOAA satellite data (Robinson et al., 1993) and 
model data were iteratively estimated from daily values of water 
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6.4. Upper-air plots are comparable to Figure 6.1 but for (a) 500 mb 

geopotential heights, (b) 200 mb zonal wind, (c) 850 mb wind, and (d) 500 
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6.5. Loading patterns for the first and second principal components of 

interannual summer rainfall variability over eastern China (~20° – 45°N, 
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6.6.   Wet-minus-dry maps based on SECm conditions showing (a) standardized 
precipitation, (b) 500 hPa geopotential heights, and (c) 200 hPa zonal 
winds (color contours) and 850 hPa wind vectors.  Each plot reflects 
differences between model-simulated conditions during the 5 wettest and 
the 5 driest summers (JJA) between 1977 and 1999.  (a) Precipitation 
color contours occur at 0.5 standardized unit intervals while line contours 
occur at 2 standardized unit intervals (only differences exceeding one 
standard deviation are shown).  (b) 500 hPa geopotential height contours 
occur at five meter  intervals (solid = positive; dashed = negative; zero = 
bold) with lightly shaded regions highlighting differences less than one 
standard deviation below zero, while dark shading highlights differences 
greater than one standard deviation above zero.  (c) 200 hPa zonal wind 
color contours occur at 2 m/s intervals with warm colors reflecting 
positive difference values while cool colors are negative ..................................253 
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6.9.   Long-term mean monthly climatologies for each of the regional monsoon 

indices.  Results from both observations (solid) and the CSM (dashed) are 
shown, each averaged over the period from 1961 – 1990 AD.  Also, note 
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derived from NCEP reanalysis (dark) and one from Trenberth and Paolino 
(1980; grey).  Units: WPSHz (m), OKHI (m), WNPMI (m/s), SMI (mb), 
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6.10. Observed spatial correlations between regional monsoon indices and 

surface air temperature and precipitation in the East Asia region (CRU, 
1948 – 2002; replicated from Chapter 4, Figures 4.10 – 4.15).  Seasons 
(DJF, JJA), variables (TMP, PCP) and indices are all appropriately 
labeled.  Individual correla tion values greater than 0.3 (or less than -0.3) are 
significant with roughly 95% confidence (not accounting for multiplicity, the 
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heights and standardized regionally averaged precipitation in NEC (top), 
YRV (center) and SEC.  For reference, precipitation regions are marked 
by translucent grey boxes while the Okhotsk High and WPSHz index 
domains are shown in the center plot.  Individual correlation values greater 
than 0.4 (or less than -0.4) are significant with roughly 95% confidence 
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6.13. Map of correlations between CSM1.4-simulated SSTs and standardized 
regionally averaged precipitation in NEC (top), YRV (center) and SEC.  
For reference, precipitation regions are marked by translucent grey boxes 
Individual correla tion values greater than 0.4 (or less than -0.4) are 
significant with roughly 95% confidence (not accounting for multiplicity, 
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covariance matrix of monthly 1000 hPa geopotential height anomalies 
north of 20°N.  Results from the CSM1.4 Millennium simulation, 
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6.15. The seasonally averaged PDO indices correlated with respect to CSM1.4 

Millennium simulation SST anomalies (850 – 1999 AD).  Rows represent 
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6.16. Similar to Figure 6.15, except that CSM1.4-simulated SSTs are correlated 
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6.17. Calculated average instantaneous net radiative flux at the top of the 

atmosphere (TOA) and at the surface for all longitudes and all latitudes 
between 40°N and 40°S (1808 – 1820).  Results are based on CSM1.4 
output from one full forcing and one control simulation.  For comparison, 
net radiative flux at the surface (red dashed line) was also estimated 
directly from the SAOD data using the simple empirical relationship 
(Equation 2.2) published by Hansen et al. (2002)...............................................264 

 
6.18. Composite of monthly AO index values simulated by the CSM during 

high volcanic forcing months (850 - 1999; n = 13/month).  Gray vertical 
bars represent the 95% confidence interval of the true mean for each 
month.  Compared to Figure 5.3, the model realistically captures the 
observed wintertime AO response to volcanic eruptions....................................265 

 
6.19. Contour plots show composites of simulated winter (top) and summer 

(bottom) surface air temperature anomalies during the 13 top volcanic 
forcing years from 850 to 1999.  Positive, negative and zero anomalies 
correspond with solid, dotted and solid bold contours, respectively 
(intervals = 0.5°C).  Based on individual student’s t-tests, statistically 
significant positive and negative anomalies are highlighted with red and 
blue shading, respectively.  The 90, 95 and 99 % confidence levels are 
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6.20. (a) Global, monthly, zonally averaged land precipitation rate (mm/day) 
from 60°N to 60°S (CSM1.4).  (b-d) Composites of monthly precipitation-
rate anomalies during high forcing conditions for three select eras: (b) 
modern, (c) Paleo1, and (d) Paleo2.  The time periods considered in each 
analysis and the number of years in each composite is written in the 
respective panel headings.  Compare panels (a) and (b) with Figure 5.4.  
Statistically significant anomalies are highlighted by red and blue shading, 
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6.21. Same as Figure 6.20, except for zonal mean vertical wind shear, in m/s 

units.  Vertical wind shear is defined as the difference between meridional 
wind velocity at 200 hPa and the same at 850 hPa.  Compare Panels (a) 
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and zero anomalies correspond with solid, dashed and solid bold contours, 
respectively (intervals = 0.5°C).  Statistically significant anomalies are 
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6.23. Comparison between seasonally averaged South China Sea MAT 

anomalies from observations (orange) and the CSM1.4 (blue).  Individual 
values and 5-season running means are shown for both, as labeled.  As in 
Figure 5.15, MAT anomalies are expressed in degrees Celsius relative to 
long-term mean anomalies during the period from 1820 and 1825 AD.  
See Chapters 3 and 5 for more details regarding the observed MAT record.  
The Ammann et al. (2006) SAOD data are also shown, seasonally 
averaged, to visually illustrate the estimated magnitude and timing of 
forcing from tropical (24°N – 24°S) volcanic eruptions during this era.............270 

 
6.24. Contour plots show composites of simulated summer (a) precipitation rate, 

(b) 850 hPa zonal wind, (c) 500 hPa geopotential height, and (d) 200 hPa 
zonal wind anomalies during the 13 top volcanic forcing years between 
850 and 1999.  Contour intervals are (a) 0.5 mm/day, (b) 0.5 m/s, (c) 5 m, 
and (d) 2 m/s.  Statistically significant anomalies are highlighted by red 
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6.25. CSM1.4-simulated composite monthly regional monsoon index anomalies 
throughout the annual cycle (January - December) during high volcanic 
forcing conditions.  Composites are computed during months concurrent 
with the top one percentile of SAOD during the period from 850 - 1999 (n 
= 13/ month).  Vertical grey error bars represent the 95 percent confidence 
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7.1. Summer (JJA) mean 500 hPa geopotential heights (top panels), 200 hPa 

zonal winds (center panels) and 850 hPa wind vectors (bottom panel).  
Averages from the CSM1.4 (left panels) and the ReCM (right panels) are 
based on their respective simulations for the period from 1986 – 1989.  
The rectangles in the panels on the right delineate the location of the inner 
edge of the ReCM buffer zone (values outside of that box should be 
discounted).  Note that the CSM1.4 and ReCM wind vectors do not share 
a common scale.  Also, ReCM wind vectors were first interpolated to a 
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7.2. Summer (JJA) mean precipitation rates based on (a) CMAP observations 

(1979 – 2001), (b) CSM output (1950 – 1999) and (c) ReCM output (1986 
– 1989).  Note that only values greater than 5 mm/day are shown.  For 
reference, rectangles in each panel delineate the location of the inner edge 
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CHAPTER 1 

INTRODUCTION 

Large-scale tropical volcanic eruptions have occurred with a frequency of roughly 

10 per century over the past 600 years (Ammann and Naveau, 2003), with catastrophic 

consequences for those within close proximity to eruption sites and climatologic effects 

lasting for several years.  Immediate societal impacts caused by volcanic eruptions 

usually include the significant loss of life, infrastructural damage and disruption to air-

travel, even when eruptions are forecast well in advance by geologists (Robock, 2001b).  

Future relief efforts to mitigate disaster and respond to explosive volcanic eruptions, 

particularly on the scale of the 1815 Tambora eruption, will be faced with global-scale 

challenges and an array of regional impacts during the months and years following each 

event. 

 

1.1. Volcanic eruptions and climate change 

 Examining the global- and regional-scale climatic response to major volcanic 

eruptions is helpful for advancing several aspects of modern-day climate research 

(Robock, 2000).  While the greatest changes in 21st century climate are expected to result 

from anthropogenic greenhouse gas emissions, it is necessary to also study natural and 

anthropogenic forcing factors that cause climate perturbations on different temporal and 

spatial scales.  This is because the portion of climate change that is caused by 

anthropogenic forcing occurs against a background of internal variability in the coupled 

ocean atmosphere system as well as continual natural radiative forcing from volcanic 

activity and solar variability.  The climatic response to volcanic eruptions has been 
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studied extensively through both observational (e.g., Robock and Mao, 1995; Hansen et 

al., 1996; Kelly et al., 1996; Briffa et al., 1998) and model-based studies (e.g., Stenchikov 

et al., 2002; Stenchikov et al., 2004; Shindell et al., 2003; Shindell et al., 2004), most of 

which have focused on large-scale, mean air temperature effects.   

Quantifying the extent to which solar and volcanic forcing contribute to decadal- 

to century-scale climate variations during the pre- industrial era is a necessary prerequisite 

to making reliable projections of future climate change based on projected anthropogenic 

forcing (Free and Robock, 1999; Ammann, et al., 2006).  Thus, recent studies have 

attempted to test our knowledge of this subject by forcing atmosphere-ocean general 

circulation models (AOGCM) with the best available radiative forcing estimates (Hansen 

et al., 2002; Ammann et al., 2003).  Then, results from these model simulations are 

compared with direct or reconstructed observations of past variations in surface air 

temperature.  For example, Figure 1.1 shows results from one such study (Ammann et al., 

2006) comparing output from the National Center for Atmospheric Research (NCAR) 

paleoclimate model (CSM1.4; Boville et al., 2001) with independent proxy-based 

reconstructions of northern hemisphere temperatures over the past 1,000 years (Jones et 

al., 1998).  Note that output data from the modeling component of that study – the so-

called “Millennium Simulation” with the Paleo-CSM1.4 – were also used as the basis for 

AOGCM analyses conducted for the present study (see Chapters 2, 3 and 6 for more 

details). 

In addition to global scale climate studies, an increasing amount of attention is 

being focused on the study of regional-scale climate change and variability because 

societal impacts of climate change result from relatively localized changes in the system.  
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Furthermore, advancing the development of reliable decision support tools, seasonal 

forecasting products and longer-term future climate projections to benefit society requires 

rigorous testing of dynamical climate models on a variety of temporal and spatial scales 

and under a range of boundary conditions and forcing scenarios.  Model-observation 

comparisons provide a necessary test of the ability of AOGCMs to realistically simulate 

the climate system’s thermodynamic sensitivity to radiative forcing. 

One final motivation for gaining a better understanding of the climatic response to 

volcanic eruptions relates to the similarity between this naturally occurring radiative 

forcing and certain proposed geo-engineering projects aimed at mitigating global 

warming.  A National Academy of Sciences report (NAS, 1992) – noting that aerosols 

injected into the stratosphere by the recent El Chichon and Pinatubo eruptions caused a 

negative radiation balance and global-scale cooling – suggested that humans could 

physically inject volcanic-like back-scattering aerosols into the stratosphere to effectively 

dampen or reverse observed surface and tropospheric temperature increases caused by 

rising greenhouse gases (Teller et al., 2002).  Also, a recent  editorial comment in the 

August issue of the journal, Climatic Change revisits this issue (MacCracken, 2006).  

Thus, the present study could provide insights into some of the regional-scale 

hydroclimatic implications of a global-scale geo-engineering project of this sort, were its 

implementation ever to be seriously considered. 

 

1.2. Hypothesis, objectives and strategy 

This dissertation employs available historical documentary evidence, the geologic 

record, early instrumental measurements and modern climate models to better understand 
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the effects of major tropical eruptions on climate in the densely populated East Asian 

Monsoon region and, to a lesser extent, tropical climate in general.  The research strategy 

employed here has three main parts.  First, historical, instrumental and reanalysis data are 

used to characterize key components of synoptic-scale climate in Eastern China and to 

identify the response of the East Asian monsoon (EAM) system to major volcanic 

eruptions.  In addition, the likely mechanisms for this response are assessed by examining 

the processes by which large-scale stratospheric aerosol forcing could influence global- 

to synoptic-scale climate in eastern China on interannual to decadal time-scales.  Second, 

a coupled AOGCM is used in conjunction with a limited-area regional climate model 

(RCM) to examine the extent to which these models are capable of realistically 

simulating the regional-scale processes and boundary conditions considered in part one, 

without volcanic forcing.  The objective of this portion of the study is achieved by 

comparing output from global and regional models with respect to observations – using 

both station and reanalysis data – to identify model biases.  The third and final part of the 

study – which represents the most rigorous test of the models – involves a comparison 

between the observed and modeled climatic response to stratospheric aerosol forcing 

from major volcanic eruptions.  Unfortunately, the RCM simulation run with volcanic 

forcing was still not complete at the time of this writing, so those results are not included 

here. 
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Figure 1.1.  Comparison between Northern Hemisphere temperatures from observations 
(black), proxy-based reconstructions (green) and the “Millennium” climate simulation 
(red), by Caspar Ammann, which provides the basis for the modeling aspect of this study.  
The good agreement between these time-series on decadal to centennial time-scales 
suggests that the relative forcing from natural and anthropogenic sources has been 
estimated with some skill. 
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CHAPTER 2 

LITERATURE REVIEW 

The first objective to this study is achieved in part through a literature review of 

peer-reviewed publications (in English) on a wide range of topics.  First, a brief overview 

of both modeling and observational studies of the East Asian monsoon (EAM) system is 

provided, with a particular focus on climate in eastern China.  Large scale atmospheric 

circulation patterns, such as the El Niño Southern Oscillation and the Arctic Oscillation, 

are also discussed in the context of their relevance to climate in China and/or volcanic 

eruptions.  Next, previous observation- and model-based studies focused on the climatic 

effects of volcanic eruptions are summarized.  Finally, possible links between 

hydroclimate in East Asia and forcing from volcanic eruptions are hypothesized.  The 

chapter concludes with a brief discussion of why paleoclimate records and multi-century 

climate model simulations are so vital to this study’s objectives. 

 

2.1. Introduction to climate in East Asia 

Eastern China (Figure 2.1) is an exceptional location to examine the regional-

scale skill of climate models due to its dense network of both instrumental and 

paleoclimate data, which are uniquely abundant in this region.  The EAM system is also 

widely recognized as an important component of the global climate system, with high 

interannual variability, the strongest subtropical jet on Earth and teleconnections to 

remote locations in both hemispheres (Chang et al., 2000a,b; Huang et al., 2003; Lau and 

Wang, 2006).  The EAM system dominates inter-seasonal hydroclimate variability 

throughout much of eastern China, South Korea and Japan.  With the economy, industry, 
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agriculture and daily lives of one third of the world’s population affected, the EAM 

system continues to be a subject of intense study by the global climate research 

community (e.g., Liang et al., 2001; Kang et al., 2002; Wang et al., 2004; Fu et al., 2005). 

In eastern China, the seasonal evolution of precipitation occurs through a series of 

processes that essentially facilitate the delivery of moisture from the South China Sea 

(SCS) and Bay of Bengal (Figure 2.1), through a low-level southwesterly jet, to the north 

(Luang et al., 1999).  This occurs through the sequential passage of the Mei-yu front in 

early summer, the intensification of the West Pacific subtropical high (WPSH) and mid-

latitude frontal activity in mid-summer and tropical cyclones/ typhoons (in the south) in 

late summer (Ding, 1994; Chang et al., 2000a,b; Chen et al., 2004).  The withdrawal of 

summer monsoon rains over eastern China is relatively rapid, beginning from north to 

south in late August.  Generally, by early- to mid-October the winter monsoon has set in 

for southern China (Ding, 1994). 

The timing of the onset, withdrawal, the length of the breaks, plus the intensity 

and duration of the summer rains vary greatly on interannual to decadal time-scales 

depending on a range of factors affecting synoptic disturbance activity.  The most 

important of these factors, include: the strength, persistence and longitudinal position of 

the WPSH (Riyu, 2002, Wang et al., 2002), the strength and location of the subtropical 

jet (Wang, W.-C. et al., 2000), the phase of the El Niño/ Southern Oscillation (Wang, B. 

et al., 2000; Chang et al., 2000a; Hu et al., 2005), winter and spring snow depth over the 

Tibetan Plateau (Qian et al., 2003b; Zhang et al., 2004), and sea-surface temperature 

(SST) variations in the West Pacific warm pool (Huang et al., 2003) and the South China 

Sea (Chang et al., 2000a).  Of course, all of these components are interrelated (see 
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chapter 4), plus they interact with regional-scale atmospheric circulation and land surface 

conditions (Fu, 2002).  However, little attention has been given to the focus of this study: 

the EAM response to global-scale volcanic forcing.  

To briefly introduce the precipitation climatology over eastern China, Figure 2.2 

plots a 23-year average of the annual cycle of monthly mean CMAP precipitation 

(section 3.1.1) at each latitude (10 – 50°N), averaged across the region (from 105° - 

123°E).  These Hovmoller diagrams highlight the seasonality of precipitation (left panel) 

and illustrate that most precipitation falls in the non-winter months.  North of 40°N, 

nearly all precipitation falls between June and August (right panel), making these months 

of critical interest to this study.  Figure 2.2 also illustrates the sequential passage of the 

quasi-stationary Mei-yu rainband, which makes a series of sequential transitions, or 

jumps, from ~25°N to 40°N through eastern China from early May to late July (Liang 

and Wang, 1998). 

 

2.1.1. A longer view of past climate change in East China 

Geologic evidence is in general agreement with paleoclimate modeling results, 

which suggest that the East Asian summer monsoon was relatively stronger and spatially 

more extensive during the mid-Holocene – due to differences in orbital forcing relating to 

the precession cycle – resulting in a wetter and more densely vegetated China at 6 ky 

(Zheng at al., 2004).  Since that time, there appears to have been a gradual decline in 

regional precipitation, particularly in continental regions to the west and north, leading to 

a steady southward advancement of the Gobi Desert through recent millennia.  

Additionally, vegetation changes throughout China have accelerated since the 11th 
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century due the significant expansion of agricultural and other land uses (Fu, 2002; 

Wang, H. et al., 2003).  Currently, roughly 80% of land area in China is categorized as a 

man-made ecosystem (Fu, 2002).  Modeling studies suggest that recent vegetation 

declines are part of a positive feedback cycle that reduces regional precipitation, water 

vapor flows, runoff and soil moisture along with a general weakening of the strength of 

the summer monsoon in China (Fu, 2002; Gao et al., 2003; Gordon et al., 2005).  In the 

winter, increased albedo and decreased surface roughness associated with this long 

history of deteriorating vegetation cover creates more intense high pressure systems over 

the mainland (Wang, H. et al., 2003), stronger northwesterly surface winds and colder 

conditions over the entire region (Fu, 2002). 

Historical reconstructions of hydroclimate variability in China, based on historical 

documents, from 1470 – 1999 AD, contain low frequency 80-year oscillations whereby 

flood vs. drought conditions in the north and southeast vary in phase with one another 

and both vary out of phase with low-frequency variations in hydroclimate in central 

eastern China, or the Yangtze River Valley region (Zhu and Wang, 2002).  Liang et al. 

(1995) noted low-frequency, cyclical variability in the same data, with spectral peaks 

decreasing from ~47 years in the north to ~21 years in the south.  Examining extended 

reconstructions of wet vs. dry periods from 952 AD to present, Qian et al. (2003a) also 

noted dominant modes of variability on time scales from 20 to 70-80 years.  

 

2.1.2. Modeling the East Asian summer monsoon 

Regional hydroclimate variability in eastern China is controlled by a complex 

array of multi-scale interactions and processes, some of which are reasonably well 
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resolved by global models (e.g., large-scale atmospheric circulation), while others are 

better suited for higher-resolution regional models (e.g., precipitation and land surface-

atmosphere interactions).  In recent decades, a large amount of climate research has been 

dedicated to the development and testing of global and regional climate models to 

improve our understanding of the climate system and to develop appropriate tools for 

regional-scale climate change impacts assessments and seasonal climate forecasting.  To 

complement and provide a basis for advancing these efforts, a series of model 

intercomparison projects have been conducted to assess the skill of climate models in 

comparison with a variety of benchmarks.  The following two sections (2.1.2.1. and 

2.1.2.2.) summarize a few key findings from some of these intercomparison projects, plus 

results from several modeling studies of particular relevance to the present study are 

highlighted and discussed.  Additional discussions of the EAM system and the dynamical 

mechanisms controlling seasonal and interannual climate variability in China can be 

found in Chapter 4.  

 

2.1.2.1. Global climate models and East Asian hydroclimate 

Kang et al. (2002) assessed the skill of 10 atmospheric general circulation models 

(AGCMs) with respect to Asian summer monsoon precipitation.  Overall, the study found 

that composites of modeled mean precipitation over Asia show spatial patterns similar to 

those observed, however, most models are particularly unskillful over East Asia where 

they generally produce anomalously weak average rainfall over the subtropical western 

Pacific and eastern China.  This precipitation bias is common among models and appears 

to be associated with an abnormally strong West Pacific subtropical high pressure cell 
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that extends into the South China Sea (SCS) region; thus, diminishing southerly winds 

and effectively cutting off a primary moisture source for the eastern China summer 

monsoon (Kang et al., 2002).  Another particularly dramatic precipitation bias that is 

common to many models – including ECMWF reanalysis data and the CCM3 (Yu et al., 

2000; see Chapter 6) – is a pronounced summer rainfall peak in the lee of the Tibetan 

Plateau (~30-35°N, 105°E; Kang et al., 2002), where observations show very dry 

continental conditions. 

A complementary analysis by Wang et al. (2004) assessed model precipitation 

variability during the exceptional 1998 El Niño event.  For that study, ten-member 

ensemble simulations were run with 11 AGCMs, each with observed SSTs for the 2-year 

period from September 1996 – August 1998.  Analysis of model results found “extremely 

poor” model performance over most of Asia and the authors attributed most of the 

models’ poor performance to problems in the East Asia region (5° - 30°N, 80° - 150°E).  

In particular, nearly all of the models simulated a positive correlation between local 

precipitation and prescribed SSTs anomalies over the Bay of Bengal, SCS and tropical 

western North Pacific, while this relationship is actually opposite in nature (Wang et al., 

2004).    

Confirming results from the above two studies (Kang et al., 2002; Wang et al. 

2004), Liang et al. (2001), noted that the CCM3 – an uncoupled AGCM with prescribed 

SSTs – performed particularly poorly over the East Asia region, while the fully coupled 

CSM was relatively skillful.  Liang et al. (2001) suggested that, despite some notable 

SST biases in the CSM, realistic air-sea interactions – including negative radiative 

feedbacks from increased convective cloud formation in response to positive SST 
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anomalies, etc – were critical to more accurate simulations of rainfall in the EAM region.  

Still, while the coupled CSM is more skillful than the CCM3 with respect to seasonal and 

interannual precipitation variability, the former still displays significant regional biases 

with respect to summer mean precipitation patterns over eastern China (Dai et al., 2001; 

see section 3.4 for model description and Chapter 6 for more detailed discussions of these 

biases). 

 

2.1.2.2. Regional climate models and East Asian hydroclimate 

As was apparent from studies cited in the previous section, regional-scale biases 

in modern-day climate simulated by global AOGCMs vary widely from region to region 

and across models.  For example, Giorgi and Francisco (2000) noted GCM inter-model 

ranges for seasonal area-averaged regional temperature biases from <1°C to 6°C; while 

precipitation biases generally range from <10% to >100%.  Thus, much attention is being 

paid to improving regional-scale skill of global model output by increasing horizontal 

resolution and through the development of statistical and dynamical downscaling 

techniques.    This section summarizes results from several dynamical regional modeling 

studies that have focused on climate over East Asia. 

The most comprehensive assessment of regional climate model skill in East Asia 

is currently underway through the Regional Climate Model Intercomparison Project 

(RMIP) for Asia (Fu et al., 2005).  RMIP for Asia has published results from the first 

phase of their assessment, which primarily involves regional model intercomparisons 

over a one year annual cycle for a recent period during which a number of extreme 

climatic events – heatwaves, drought and flooding – occurred (from March 1997 to 
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August 1998).  Phase two will assess the RCMs’ ability to realistically capture other 

statistical behaviors of observed Asian monsoon climate, during a ten year simulation 

period (January 1989 – December 1998).  Both phases one and two use initial and lateral 

boundary conditions from the National Centers for Environmental Prediction (NCEP)-

reanalysis data.  RCM simulations in phase three, on the other hand, will use output from 

the CSIRO coupled AOGCM as driving boundary conditions (Fu et al., 2005).  This final 

phase most closely resembles the experiment design of the present study; unfortunately, it 

will not be completed in time for its findings to be compared with results found here.   

Nevertheless, initial findings from phase one of RMIP for Asia (Fu et al., 2005) 

reveal that all nine of the RCMs are able to realistically reproduce seasonal averages of 

daily mean, maximum and minimum temperatures in terms of their spatial patterns and 

general annual cycles.  However, cool temperature biases are common over land and are 

particularly strong over arid regions of northern China.  Seasonal area-averaged 

temperature biases for the Japanese Islands, the Korean Peninsula and mainland China 

range mostly from +1°C to –5°C and from –1°C to –4°C, in winter and summer 

respectively.  The spatial distribution and annual cycle of RCM simulated precipitation 

across Asia also compares well with observations, except in western arid regions.  

Seasonal area-averaged precipitation biases over Japan, Korea and China range mostly 

from –25% to +25% and from –65% to +40%, in winter and summer respectively.   

So, the biases in regional temperature simulated by nine RCMs in RMIP for Asia 

are generally comparable to those simulated in five coupled AOGCMs (compare with 

results from Giorgi and Francisco, 2000, mentioned above).  Meanwhile, regionally 

averaged precipitation biases in the RCMs appear to be slightly better than biases in 
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AOGCMs.  The causes for these biases – which exist despite the fact that all RCM 

simulations were driven with observed/reanalysis data boundary conditions – are still 

under investigation (Fu et al., 2005). 

 Another intercomparison project conducted with reanalysis-driven RCMs 

examined three regional models’ (SUNYA-ReCM; PNNL-RCM; NCAR-RegCM) ability 

to simulate extreme Mei-yu rains and flooding over the Yangtze River valley in the 

summer of 1991 (Leung et al., 1999).  This study found that simulated energy and 

hydrological cycles over cloudy regions of south and central China were very different 

among the RCMs because modern regional models treat clouds and radiation very 

differently.  Nevertheless, the PNNL-RCM and the SUNYA-ReCM captured the general 

spatial pattern, strength and location of the Meiyu rainband (May-July), which is a 

prominent regional feature of summer precipitation that stretches from the Yangtze River 

Valley to the southern-central Japanese Islands (Leung at al., 1999; Wang, W.-C. et al., 

2000). 

 In their surface energy budget analysis of the regional models, Leung et al. (1999) 

noted that the SUNYA-ReCM’s surface physics scheme, which determines the model’s 

partitioning of energy at the surface, may be particularly unsuitable for long-term climate 

simulations.  This scheme uses the MM5 “force restore” slab model with a single soil 

layer that transfers energy from the surface to the substrate too quickly.  The result is a 

cold bias in surface air temperatures that increased from near zero to –5°C over central 

China during the course of a 90-day simulation (Leung et al., 1999).  This problem with 

the SUNYA regional model was also recently noted by Wei Gong (personal 

communication) when a simulation was conducted for a one year period – using CSM1.4 
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boundary conditions – and a cold bias in surface air temperature grew steadily throughout 

the experiment, particularly during winter.  The existing surface physics scheme has since 

been adjusted to reduce this model deficiency (Wei Gong, personal communication); 

however, an entirely different scheme may prove more suitable for year-round climate 

simulations in the future.  

In parallel with the intercomparison project summarized by Leung et al. (1999; 

above), Wang, W.-C. et al. (2000) and Gong and Wang (2000) conducted sensitivity 

experiments and further diagnostic analyses of the SUNYA-ReCM to assess model skill 

with respect to the Mei-yu system.  While the ReCM captured the secular precipitation 

trends observed during the summer of 1991, the spatial patterns were slightly less well 

simulated.  The model simulated the Mei-yu rain belt slightly too far south, compared to 

observations.  The rain belt position was attributed to the model’s cold bias (noted 

above), which effectively prevented the West Pacific subtropical high, westerly jet at 200 

hPa and the associated Mei-yu front from making their natural northward progression 

after the middle of July.  Also, the model’s overall underestimation of precipitation totals 

(dry moisture bias), was partially attributed to the lack of a vegetation-soil scheme in the 

land surface model (Wang, W.-C. et al., 2000).  However, despite these problems, the 

ReCM compares well with observations in terms of its dynamical internal consistency, 

particularly with respect to interrelationships between the primary components of the 

EAM system: the West Pacific subtropical high, the East Asian jet at 200 hPa, and the 

Mei-yu rainband (Wang, W.-C. et al., 2000). 
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2.2. Global-scale teleconnection patterns  

 The interrelationships between climate in eastern China, the EAM system and 

large-scale modes of climate variability are complex and variable on a variety of spatial 

and temporal scales.  Past studies of these topics have generally grown out of an interest 

in developing improved empirical and dynamical models for the purpose of forecasting 

monsoon behavior on seasonal time-scales.  Also teleconnection patterns are of interest 

because they generally reflect inherent modes of natural climate system variability and 

thus provide a structural context within which any region’s climate can be viewed and 

studied.  Understanding this context helps us see the processes that generally govern 

interannual variability in the EAM system.  In the context of the present study, these 

processes are important because they could contribute to the climatic noise that masks a 

volcanic signal or they could effectively provide the mechanism for a regional-scale 

climatic response to a global-scale radiative forcing.   

 

2.2.1. Arctic oscillation (AO) 

The Arctic Oscillation (AO; also referred to as the Northern Hemisphere annular 

mode, or NAM) is a statistical description of the leading mode of atmospheric pressure 

variability in the Northern Hemisphere.  The AO index is simply defined as the first 

principal component (PC) of wintertime monthly gridded mean sea- level pressure (SLP) 

anomalies poleward of 20°N; though it can be defined throughout the year and at nearly 

all levels of the atmosphere, from the surface to 50 hPa (Thompson and Wallace, 1998).  

Since atmospheric circulation is more vigorous during the winter and the AO explains a 

larger portion of total pressure variance during this season, most studies focus on the AO 
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during December, January and February.  The AO index essentially measures the strength 

of the westerlies and the circumpolar vortex; the positive AO phase is associated with 

zonally (west-to-east) symmetric negative pressure anomalies over the Arctic polar 

region and positive pressure anomalies over mid- latitudes (particularly over the Atlantic 

and Pacific Oceans; see section 3.1.3). 

The AO resembles – and is highly correlated with – the North Atlantic Oscillation 

(NAO), which is the dominant mode of atmospheric pressure variability in the North 

Atlantic region (Hurrell, 1995). The NAO index, defined as the standardized monthly 

SLP difference between the Azores High and the Icelandic Low (Rogers, 1984), 

describes the steepness of a north-south atmospheric pressure gradient across the North 

Atlantic Ocean.  Variability in the AO and NAO each strongly relate to heat and moisture 

transport throughout the extratropical Northern Hemisphere (Thompson and Wallace, 

1998), with positive index values associated with stronger circumpolar westerlies and 

warm surface air temperatures (SATs) throughout North America and Eurasia.  

Furthermore, not only do these relationships hold up on monthly and seasonal timescales, 

but Thompson and Wallace (2001) documented anomalous daily winter weather events 

associated with daily anomalies in the AO (NAM) index at locations throughout the 

Northern Hemisphere. 

It is worth noting that there was a fairly consistent multi-decadal upward trend in 

the AO index through the end of the 20th century and a significant component of that 

trend was consistent with the average Northern Hemisphere SAT trend over the same 

time period (Hurrell, 1995).  Some recent studies have employed models to consider 

mechanisms for an anthropogenic cause for this recent positive AO trend (e.g., Gillett et 
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al., 2003; Rind et al., 2005).  However, most current AOGCMs, forced with historical 

trends of greenhouse gas and aerosol concentrations, are not able to simulate observed 

low-frequency variations, or trends, in the AO index (Scaife et al., 2005; Stenchikov et 

al., 2006).  Furthermore, Cohen and Barlow (2006) noted that the observed positive trend 

in the AO appears to have reversed in the early 21st century – while northern hemisphere 

temperatures have continued to trend in the positive direction – further indicating that 

recent AO variability may not be attributable to anthropogenic greenhouse gas forcing. 

 

2.2.1.1. Arctic oscillation signal in China 

 Throughout most of China, average winter temperatures are positively correlated 

with the AO index (Thompson and Wallace, 1998), with significant correlations in the 

north (r > +0.4) and in coastal regions as far south as Shanghai (r > +0.3; Gong et al., 

2001; Gong and Wang, 2003).  The frequency of extremely cold days in northeastern 

China is also significantly related to the phase of the AO (Thompson and Wallace, 2001).  

Over the Yellow River valley, winter precipitation (which is very rare) is positively 

correlated with the AO (Gong and Wang, 2003).   

The mechanism for a link between the AO and the East Asian winter monsoon is 

likely tied to the Siberian High; in winter, a significant out of phase relationship exists 

between the intensity of the Siberian high and the AO index (r = –0.48; Gong et al., 

2001).  Sea level pressures (SLP) over Siberia tend to decrease by roughly 1-3 hPa when 

the AO index increases by 1 standard deviation (Thompson and Wallace, 2000).  As a 

result, during negative AO conditions the upstream Siberian high anticyclone is 

strengthened, and the surface pressure gradient is increased between the northern 
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continental and southern coastal regions of China.  With an enhanced upstream 

anticyclone, there are more frequent cold air surges and lower average winter 

temperatures throughout northeastern China (Gong and Wang, 2003). 

Additionally, Gong and Ho (2003) investigated a possible relationship between 

the AO and observed summer precipitation in China but did not find any correlations at 

zero lag.  However, they did identify a spatially coherent and statistically significant 

lagged relationship between the AO in May and JJA precipitation in the Mei-yu/Baiu 

rainband, from the Yangtze River valley to the southern Japanese Islands (r < –0.40; 

Gong and Ho, 2003).  A clear mechanism for this 1-4 month lagged teleconnection 

between regional hydroclimate and the phase of the AO remains unclear, however the 

strength and location of the East Asian jet core apparently shares a common signal (Gong 

and Ho, 2003). 

 

2.2.1.2. Arctic oscillation response to volcanic eruptions  

 Robock and Mao (1992) noted anomalously warm surface air temperatures over 

most of North America and Eurasia – with cooling over the oceans and Middle East – 

following the 12 largest volcanic eruptions of the past century.  Robock and Mao (1995) 

attributed the majority of this warming to tropical eruptions, in particular.  Examining 

gridded SAT and SLP anomaly composites following the five largest recent tropical 

eruptions, Kelly et al. (1996) observed that the “winter warming” noted by Robock and 

Mao (1992; 1995) was associated with SLP anomaly patterns that are very similar to 

those associated with the positive phase of the NAO (Hurrell, 1995).  Kelly et al. (1996) 

further noted SLP anomalies in the vicinity of the Aleutian Low that were consistent with 
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an overall strengthening of the circumpolar vortex in response to major tropical 

eruptions. 

It follows that the final and most important reason for considering the AO in the 

present study is that several previous studies have noted that the AO tends toward the 

positive phase during winters following large tropical eruptions (Shindell et al., 2001a; 

Robock et al., 2000; Stenchikov et al., 2002; Shindell et al., 2004; Stenchikov et al. 

2006).  Thus, the AO is an inherent mode of global-scale climate variability that 

essentially provides the mechanism for a regional-scale climatic response.  Most previous 

studies have highlighted the resulting climatic impacts in Europe (e.g., Písek and Brázdil, 

2006), but little attention has been given to the climatic implications for other regions. 

Further details regarding the mechanisms responsible for this dynamic climatic response 

to tropical volcanic eruptions are discussed below, in section 2.3.4. 

 

2.2.2. El Niño/ Southern Oscillation (ENSO) 

The terms El Niño and La Niña refer to anomalous SST events in the equatorial 

Pacific Ocean.  El Niño represents the warm phase, and La Niña the cold.  These SST 

anomalies are associated with a Walker circulation cell over the tropical Pacific known as 

the Southern Oscillation, which is statistically defined by the SLP seesaw between Tahiti 

and Darwin, Australia (Trenberth and Caron, 2000).  Pacific SSTs throughout the tropics 

are intricately coupled with the atmospheric Southern Oscillation and together they form 

the El Niño/ Southern Oscillation (ENSO), which, through distinct teleconnection 

patterns, is linked to significant variations in tropical and extratropical climates 

worldwide (Rasmusson, 1985; Ropelewski and Halpert, 1987; Trenberth and Caron, 
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2000).  The effect of the ENSO on mid- latitude regional climates is typically most 

pronounced during the winter season (Hoerling and Kumar, 2000). 

 

2.2.2.1. ENSO signal in China 

Several studies have attempted to characterize the nature of the climatologic link 

between the EAM system and ENSO (e.g., Wang et al., 2000; Hu et al., 2005).  However 

these efforts are significantly complicated by the fact that the nature of the EAM-ENSO 

relationship has changed over time, particularly in the late 1970s (Chang et al., 2000a; 

Wu and Wang, 2002; Lau and Wang, 2006), when the North Pacific Ocean appears to 

have experienced a major climatic shift (Trenberth and Hurrell, 1994).  Nevertheless, 

summer rainfall over eastern China and variability in the East Asian monsoon system has 

been shown to have significant seasonally lagged correlations with SSTs in the eastern 

tropical Pacific (Chang et al., 2000a; Yu et al., 2001).   

Yu et al. (2001) noted that rainfall from April to August over the Yangtze River 

Valley has significant positive correlations with SSTs in the Niño3 region (5°S - 5°N, 

150°W - 90°W) during the previous winter.  Summer rainfall in this region is also 

inversely correlated with Niño3 SSTs during the following year, suggesting a causal role 

for the East Asian monsoon system with respect to the phase of ENSO (Lau and Wang, 

2006).   To summarize, exceptionally wet summers in the Yangtze River Valley are often 

preceded by El Niño conditions during winter, while La Niña conditions commonly begin 

in the following fall (Yu et al., 2001; Chang et al., 2000a).  In northeastern China, wet 

summers (April to August) often accompany below normal Niño3 SSTs (La Niña), which 

tend to persist into the following spring (Yu et al., 2001). 
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The mechanisms for an anomalously wet summer rainfall response in the Yangtze 

River Valley (YRV) to El Niño conditions were best defined by Chang et al. (2000a) as 

follows.  The Walker and Hadley circulation response to an El Niño event creates a 

stronger western North Pacific subtropical high that extends further to the west in 

summer, beginning during the previous winter and extending into the fall.  This 

prominent high pressure system contributes to a stronger lower-level pressure gradient 

over the Mei-yu region and a more stationary front with more persistent rainfall over the 

YRV.  The presence of a prominent anticyclone to the south and east of China also leads 

to anomalous warming over the SCS, which contributes to greater southwesterly moisture 

advection to the rainfall region. 

 

2.2.3. Pacific decadal oscillation (PDO) 

The Pacific Decadal Oscillation is the leading mode of North Pacific SST 

variability north of 20°N.  The PDO index is highly positively correlated with eastern 

tropical Pacific SSTs.  Also, extratropical atmospheric pressure anomalies associated 

with the opposite phases of the PDO are similar to those associated with ENSO extremes 

(Mantua et al., 1997).  Thus, in many cases, the phase of the PDO can effectively either 

dampen or enhance ENSO-related teleconnections patterns.   

Variability in the PDO index is associated with decadal-scale variations in 

summer precipitation over East Asia, with significant negative correlations over 

northeastern China (NEC) and southeastern China (SEC) and positive correlations over 

the YRV (Shen at al., 2006).  Thus, the “warm phase” of the PDO (SSTs anomalously 

cold in the western North Pacific and anomalously warm in the tropics) is associated with 
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relatively dry decades in the north and south, with wet conditions prevailing in central 

eastern China.  This rainfall pattern is typical of a West Pacific subtropical high that is 

stronger and positioned further to the west, favoring southerly moisture advection to the 

middle and lower reaches of the Yangtze River Valley.  Furthermore, an abrupt positive 

shift in the PDO index occurred, in 1977, in phase with what Gong and Ho (2002) noted 

to be a significant increase in YRV precipitation, warmer tropical Pacific SSTs, and a a 

long-term climatologic shift toward a stronger West Pacific subtropical high. 

Results from proxy-based reconstructions extending the PDO record back to the 

15th and 16th centuries (Shen et al., 2006; D’Arrigo and Wilson, 2006) display some 

multi-decadal shifts on the order of those observed during the 20th century (e.g., in 1925, 

1947, and 1977).  Other paleoclimate reconstructions of the PDO – mostly based on tree-

ring chronologies from mountain areas east of the Pacific (e.g., Bondi et al, 2001) – also 

display some degree of multi-decadal variability, yet they are not in very good agreement 

with each other (see section 3.2.2).  As would be expected, this is particularly true when 

comparing PDO index reconstructions that are based on proxy series from opposite sides 

of the Pacific Ocean.  D’Arrigo and Wilson (2006) suggest that one reason for the 

generally poor agreement between various PDO reconstructions could result from the 

different regional/local responses of individual proxy series to relatively independent 

forcing from strong ENSO events or volcanic eruptions.   

 

2.3. Stratospheric aerosols from tropical volcanic eruptions  

Episodic volcanic eruptions inject into the stratosphere (from 10 to 50 km 

altitude) several megatons (1 Mt = 109 kg) of sulfuric gases that, on weekly time-scales, 
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convert to sulfate aerosols, which remain in the upper atmosphere for up to 3 years 

following individual events.  During the weeks immediately following each eruption, SO2 

and – to a lesser extent – HS2, react with OH, O2 and H2O to form H2SO4 aerosols, which 

is what produces the dominant radiative effect caused by volcanic eruptions (Robock, 

2000; Oman et al., 2006).  These sulfate aerosols in the stratosphere typically circle the 

globe within 2-3 weeks of the eruption, and over this time period the particles become 

relatively evenly distributed zonally, particularly at latitudes closest to the source 

(Robock, 2000).  The primary removal processes for stratospheric aerosols from the 

atmosphere include winter subsidence over the poles and mid- latitude tropospheric 

folding.  The later process is the primary mechanism for aerosol removal, while large-

scale polar subsidence accounts for roughly 25% of removal (Hamill et al., 1997).  The 

decay of aerosol loading appears to also depend in part of the phase on the Quasi-biennial 

Oscillation (QBO).  Lidar measurements of stratospheric aerosol backscatter from the 

Mona Loa observatory suggest that volcanic aerosols from the El Chichón and Pinatubo 

eruptions decayed more rapidly during the westerly QBO phase (Barnes and Hofmann, 

1997).  

The best available measurements of the spatial distribution, time evolution and 

optical properties of stratospheric sulfate aerosols are derived from remote sensing 

measurements.  The Total Ozone Mapping Spectrometer (TOMS; e.g., Bluth et al., 

1992), available since 1979, measures backscattered ultraviolet radiation and  has 

serendipitously provided useful information on total column amounts of SO2 and O3 

(Robock, 2000).  NASA'a Earth Radiation Budget Satellite, launched in 1984, hosts the 

Stratospheric Aerosol and Gas Experiment (SAGE II) instrument, which measures 
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atmospheric extinction within a range of wavelengths (from 0.385 µm to 1.02 µm,) 

sufficient to define the effective radius of the size distribution of stratospheric aerosols 

(Hansen et al., 2002).  This information is critical for estimating radiative forcing 

(Andronova et al., 1999).  SAGE has proven particularly useful for detailed studies of the 

1991 eruption of Mount Pinatubo (Yang and Schlesinger, 2002), the largest tropical 

eruption in modern history. 

For explosive tropical eruptions close to the equator – the primary focus of this 

study – the typical aerosol cloud reaches both hemispheres within months and polar 

regions within a year, but the bulk of the aerosols tend to remain at low latitudes 

(although the actual distribution of the cloud depends significantly on the circulation of 

upper level winds at the time of eruption) (Robock, 2000).  This uneven global 

distribution of aerosols causes non-uniform radiative heating and cooling respectively in 

the stratosphere and the troposphere, creating anomalous temperature gradients that set 

the stage for indirect climatic effects, through dynamical changes in large-scale 

atmospheric circulation.  On the other hand, aerosol clouds from extratropical eruptions 

typically remain at high latitudes, causing significant radiative cooling at the surface but 

little dynamical climatic response (Oman et al., 2005) 

It should also be noted that not all volcanic eruptions are climatologically 

significant, especially if they produce a small amount of sulfate gases.  Alternatively, if 

the bulk of the sulfate gases and aerosols are not projected into the stratosphere, then they 

are subjected to tropospheric weather, providing suitable cloud condensation nuclei and 

effectively washed out of the atmosphere within 2-3 weeks (Robock, 2000).  Thus, less 

explosive eruptions, or those with a significant horizontal component to the ejecta (e.g., 



26 

Mt. St. Helens, Washington U.S.), typically have a minimal impact on the global climate 

system.  

 

2.3.1. Direct climatic response to aerosol forcing 

The persistent stratospheric aerosol cloud described above directly affects 

incoming solar radiation because the sulfate particles have a typical effective radius 

equivalent to the wavelength of visible light (~0.5 µm) and a single-scatter albedo of 1 

(Robock, 2000).  Through the forward and backscattering of sunlight, these aerosols have 

two fundamental effects on the earth’s radiative balance.  First, they effectively increase 

optical depth of the stratosphere, reflecting incoming solar radiation back into space and 

thereby limiting the amount of shortwave radiation reaching the lower atmosphere, thus 

causing cooling at the surface (Briffa et al., 1998).  Second, the aerosols absorb both 

shortwave and longwave radiation, causing heating in the stratosphere (Labitzke and 

McCormick, 1992), which is reradiated out to space and back toward Earth (Robock, 

2000).   

While volcanic aerosols from even the largest eruptions remain in the stratosphere 

for 3-years at most – thus causing a sub-decadal climate response – there is growing 

evidence that sequential eruptions over relatively short periods of time can cause climate 

change on longer time-scales (Zielinski, 2000; Ammann et al., 2003).  For example, a 

persistent climate response could be caused by the occurrence of multiple eruptions 

within a closely spaced time period, creating an increase in the decadal-scale mean 

stratospheric optical depth, leading to negative heat balance in the ocean (Gleckler et al., 

2006) and other atmosphere-ocean feedbacks (Robock, 2000).  Furthermore, recent 
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studies comparing climate modeling results with paleoclimate reconstructions of global 

temperature have suggested that low-frequency variations in both solar and volcanic 

forcings have contributed significantly to observed decadal- to century-scale climate 

changes in the past (Ammann et al., 2003), including global-scale cooling during the so-

called “Little Ice Age” (Free and Robock, 1999; Shindell et al., 2003; Ammann et al., 

2006). 

Another relevant point, in the context of this paleoclimate study, is that the diffuse 

daylight created by volcanic eruptions is favored by trees to direct sunlight.  Thus, global 

tree-growth is enhanced in the months and years following major eruptions, despite 

negative temperature anomalies caused by negative radiative forcing.  The enhanced tree 

growth, in turn, results in the increased uptake of atmospheric carbon into the biosphere, 

as evidenced by the diminished rate of growth in atmospheric CO2 concentrations during 

years following Agung, El Chichón and Pinatubo (Robock, 2005).  Furthermore, analyses 

of proxy-based global-scale temperature reconstructions have found that tree-ring only 

reconstructions indicate less global cooling in response to the Tambora eruptions, 

compared with other temperature proxies (Robock, 2005).  Remarkably, this occurs 

despite the fact that tree-ring proxies are inherently biased toward recording 

summer/growth season conditions, which is the season when radiative cooling from 

eruptions is greatest.  This discovery has many implications, but chief among them is that 

global temperature reconstructions based entirely on indices of tree growth (e.g., Free and 

Robock, 1999; Briffa et al., 1998; see section 2.6) are likely to underestimate the 

magnitude of the actual cooling that occurred in response to volcanic forcing (Robock, 

2005). 
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2.3.1.1. Observed temperature response 

 On time-scales of hours to days, there are significant climatic impacts caused by 

volcanic ash in the areas downwind and closest to the eruption site (Robock et al., 2000).  

For example, to estimate the climatic impact of the May 1980 eruption of Mt. Saint 

Helens in downwind towns, Robock and Mass (1982) compared actual temperature 

measurements with temperatures predicted by forecast models that did not include ash or 

aerosols.  In Yakima, Washington (~135 km east of Mt. Saint Helens) they found a 16°C 

reduction in the diurnal temperature range, which only lasted for a few days. 

 On time-scales of weeks to months, once the sulfur gases have circled the globe in 

the stratosphere and converted to sulfate aerosols, a direct tropospheric cooling effect is 

generally detectable (Robock, 2000).  Using a simple energy balance model, Hansen et 

al. (1978) accurately modeled the global surface air temperature (SAT) cooling following 

the 1963 Agung eruption.  However, observational studies attempting to quantify the 

volcanic signal in the instrumental or paleoclimate record have achieved the best results 

through superposed epoch analyses centered on January, year-one of an eruption (e.g., 

Bradley, 1988; Kelly et al., 1996).  Other studies have sought to statistically remove the 

ENSO signal to offset the tropospheric heating effect of El Niño events and, thus, to more 

clearly examine the volcanic signal in spatial and seasonal SATs (Robock and Mao, 

1995; Yang and Schlesinger, 2001). 

Results from Robock and Mao (1995) – using superposed epoch analysis and an 

ENSO-signal removal technique – showed that the maximum cooling generally occurs in 

the year following the eruption.  They also found that SAT cooling is most consistently 

observed in the tropics – generally following solar declination – with the strongest mid-
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latitude seasonal signal in the summer hemisphere.  Also, since the land surface responds 

more quickly to radiative perturbations, Robock and Mao (1995) noted that maximum 

cooling typically occurs in the Northern Hemisphere, which is consistent with results 

from modeling studies (Kirchner et al., 1999; Robock, 2002). 

 To examine the spatial pattern of the SAT response to major tropical eruptions – 

individually and collectively – Shindell et al. (2004) used an updated version of the Mann 

et al. (1998) multi-proxy Northern Hemisphere temperature reconstruction (Rutherford et 

al., 2003), from 1600 to present.  As noted previously, temperature anomalies in winters 

(October – March) following tropical eruptions reflect a dynamical climatic shift into the 

positive phase of the naturally occurring AO pattern.  This response is quite consistent 

following individual eruptions and is clearly apparent in multi-year composites.  On 

average, there is winter warming over much of northern Eurasia and the eastern United 

States, while China, the Middle East and North Africa experience winter cooling.  This 

spatial pattern is clearly apparent and statistically significant during the first and second 

winters following the tropical eruptions listed in Table 2.1 (Shindell et al., 2004). 

 

2.3.1.2. Radiative forcing & climate sensitivity 

 By definition, climate sensitivity is the change in atmospheric temperature (?T) in 

response to a given change in radiative forcing (?F), or ?T/?F (°C/Wm-2).  While 

average global temperature variations can be measured with reasonable accuracy (e.g., 

Jones and Moberg, 2003), there are significant uncertainties associated with estimations 

of radiative forcing.  The magnitude of volcanic forcing depends on visible optical depth, 

which depends on the quantity and properties of the stratospheric aerosols – particularly 
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the effective radius of the aerosol size distribution (Andronova et al., 1999; Yang and 

Schlesinger, 2002).  For simplicity, it is common for modeling studies to assign a fixed 

aerosol size distribution (e.g., ~0.42 µm; Ammann et al., 2003) when estimating 

stratospheric optical depth, particularly for pre-satellite era eruptions for which detailed 

measurements of aerosol properties are not available.  Once the effective aerosol particle 

radius has been fitted to the best available measurements of this parameter, stratospheric 

optical depth can be estimated and used in conjunction with models to calculate radiative 

forcing (Hansen et al., 2002).   

 Models with radiation transfer schemes are useful for tracking the impact of a 

given forcing on the energy balance of the planet.  For example, instantaneous changes 

(?) in radiation are calculated by subtracting the radiative flux during a control (no 

forcing) simulation from the same flux when a climate forcing is applied to the model.  A 

standard methodology for calculating the net change in the total radiative flux (?N), is as 

follows: 

Equation 2.1   ?N = ?S – ? R 

where net outgoing longwave radiation is ?R and net incoming solar (shortwave) 

radiation is ?S (Yang, 2000).  This procedure is most frequently done at three primary 

levels: at the top of the atmosphere (1 hPa), at the tropopause (~200 hPa) and near the 

surface.  Thus, Hansen et al. (2002) forced a global climate model with uniform 

stratospheric aerosol optical depth t = 0.1 (wavelength ? = 0.55 µm) and estimated an 

adjusted radiative forcing equal to 2.1 Wm-2.  From this (2.1 Wm-2/ 0.1) Hansen et al. 

inferred the following general relationship:  

Equation 2.2   F (Wm-2) = -21 × t  
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Andronova et al. (1999) used a radiative transfer model to come up with a similar 

solution:  

Equation 2.3   F (Wm-2) = -25.4 × t  

Finally, climate model simulations that are forced with realistic radiative forcing 

estimates and agree well with observed changes in temperature are used to estimate 

global climate sensitivity.  Recent studies along these lines suggest that for most forcings 

(e.g., greenhouse gases, solar irradiance or stratospheric aerosols) global climate 

sensitivity at the tropopause is somewhere between 0.75°C to 1°C per Wm-2 of forcing 

(Hansen et al., 2002). 

 In summary, accurate reconstructions of past forcings provide a foundation for 

realistic simulations of past climate.  These simulations, in turn, provide a basis for 

reliable quantitative estimates of the global climate system’s sensitivity to both natural 

and anthropogenic forcing.  However, while relatively simple climate models may be 

employed for the purpose of exploring these broad-scale issues, more complex models 

with dynamic oceans and high resolution stratospheres are necessary for realistically 

simulating the regional-scale response to radiative forcings (Hansen et al., 2002). 

 

2.3.1.3. Observed precipitation response  

Most research into the climatic effects of volcanic eruptions has focused on the air 

temperature response (Robock, 2000); meanwhile, much less attention has been given to 

the global- and regional-scale effects on precipitation and hydroclimate, which is the 

focus of this study.  Robock and Liu (1994) – comparing model results with observations 

– noted reductions in tropical precipitation for 1-2 years following eruptions.  They 
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attributed this to reduced evaporation caused by tropospheric cooling and also suggested 

that the 1982 El Chichón eruption led to enhanced drought conditions in the African 

Sahel region, although the latter result was considered somewhat preliminary.  Satellite 

derived tropical averages of monthly precipitation over land also show marked negative 

anomalies following the El Chichón and Pinatubo eruptions (Adler et al., 2003).  

However, Adler et al. (2003), noting the negative correlation between the Niño 3.4 index 

and tropical land precipitation from 1979 – 2001 (also see: Trenberth and Caron, 2000), 

attribute these anomalies primarily to the 1983 and 1992 El Niño events.  Adler et al. 

(2003) also note that tropical precipitation over the oceans, which typically varies in 

phase with the Niño 3.4 index, only increased slightly during the 1983 and 1992 Niño 

events, suggesting – though not definitively – that the volcanic eruptions immediately 

preceding these events may have dampened this signal. 

The sequential northward transitions in the Mei-yu front each year are known to 

occur in part due to intense summer heating of the landmass, particularly in the north 

(Samel et al., 1999).  Furthermore, the Clausius-Clapeyron equation predicts an increase 

in the saturation vapor pressure accompanying an increase in air temperature.  It is 

logical, then, that a reduction in global tropospheric heating would lead to a decrease in 

global precipitation, thus dampening summer rainfall in China.  In fact, a recent model-

data intercomparison study concluded that shortwave radiative forcing from volcanic 

eruptions is detectable in 20th century global-scale precipitation but longwave radiative 

forcing from anthropogenic greenhouse gases (GHGs) was not (Gillett et al., 2004).  

Also, using simple linear regression techniques, Lambert et al. (2004) found that the 

influence of shortwave forcing on interannual variations in both modeled and observed 
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precipitation was detectable at the 90% level, which was not true for long-wave forcing.  

Lambert et al. argue that these results can be explained through simple tropospheric 

energy budget considerations; shortwave forcing should have a larger degree of influence 

on global precipitation than GHG longwave forcing, per degree of warming. 

 

2.3.2. Dynamic response to volcanic aerosol forcing in the stratosphere  

One of the biggest challenges to any climate analysis stems from the limitations 

of the observational record.  This is particularly true when a study is restricted to a 

limited number of events, such as tropical volcanic eruptions.  To grapple with these 

limitations, climatologists are 1) taking fuller advantage of the available paleoclimate 

records (see section 2.6) and 2) making greater use of global climate models.  Both of 

these techniques effectively increase the sample size for analysis, while the later has 

become an indispensable tool for testing theoretical knowledge and improving our 

understanding of how the climate system responds dynamically to changes in forcing and 

boundary conditions.  This section discusses how both of these analysis methods have 

contributed to our current knowledge of the global- and regional-scale climatic response 

to volcanic forcing. 

 

2.3.2.1. Modeling the AO response 

The tendency for atmospheric circulation in the Northern Hemisphere to favor the 

positive phase of the AO during the two consecutive winters following explosive tropical 

eruptions is well documented (Shindell et al., 2004) and modeling studies have been 

particularly helpful for understanding why this might happen due to stratospheric aerosol 
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optical depth (SAOD) forcing (Kirchner et al., 1999; Shindell et al., 2001a).  While there 

appear to be multiple radiative and dynamical mechanisms responsible for this climatic 

response, the primary factor seems to result from volcanic aerosol heating in the 

equatorial lower stratosphere.  This heterogeneous heating increases the south-north 

temperature gradient in the lower stratosphere and strengthens the circumpolar vortex, 

thus triggering positive AO conditions through the so-called “stratospheric gradient” 

mechanism (Stenchikov et al., 2002). This mechanism is enhanced by chemical reactions 

initiated by the presence of volcanic aerosols, which cause ozone depletion in the lower 

stratosphere (Oman et al., 2005) and further cooling in the polar stratosphere during late 

winter and spring (Stenchikov et al., 2002). 

The positive AO pattern produced in winter through the stratospheric gradient 

mechanism also becomes self-reinforcing.  Both observations and dynamical modeling 

studies confirm that the positive phase of the AO leads to cooling in the polar 

stratosphere (Stenchikov et al., 2006), thus increasing the equator-pole temperature 

gradient.  This is because a strong polar vortex tends to inhibit, or deflect, the propagation 

of planetary waves into the polar stratosphere, which strengthens tropospheric westerlies 

and further promotes a stronger polar vortex via the so-called “wave feedback” 

mechanism (Stenchikov et al., 2002).   

Another significant contributor to the dynamical AO response to radiative forcing 

from tropical eruptions involves tropospheric cooling at low-latitudes and a decrease in 

the meridional (south-to-north) temperature gradient near the surface (Stenchikov et al., 

2002).  Through this so-called “tropospheric gradient” mechanism, the meridional 

temperature gradient is diminished most significantly between 30° and 60°N, causing a 
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decrease in zonal-mean energy and a dampening of the amplitude of mid- latitude Rossby 

waves.  This should cause a decrease in vertical wave activity and diminish friction 

between the troposphere and the lower stratosphere; which, in turn, allows the polar 

vortex to accelerate, thus triggering the aforementioned wave feedback mechanism 

through tropospheric thermodynamics (Stenchikov et al., 2002). 

Much of what is understood about these theoretical mechanisms for the climatic 

response to volcanic forcing has been learned though modeling studies (e.g., Kirchner et 

al., 1999; Stenchikov et al., 2002).  Thus, it is important to note that the most 

comprehensive dynamical model intercomparison project on the subject, to date, has 

found that modern AOGCMs significantly underestimate the magnitude of the observed 

AO response (Stenchikov et al., 2006).  AOGCM output used in that study were taken 

from “historical” simulations (late 19th century to 2000 AD) prepared for the pending 

fourth assessment report (AR4) by the Intergovernmental Panel on Climate Change 

(IPCC).  Stenchikov et al. (2006) concluded that the AOGCMs consistent 

underestimation of the AO response is likely due to their coarse vertical resolution, which 

limits their ability to fully capture the magnitude of the wave feedback mechanism; also 

noting that increased horizontal resolution did not appear to provide any significant added 

advantage in this regard. 

The importance of vertical resolution for realistically simulating the observed AO 

response was illustrated in an earlier study by Stenchikov et al. (2004), using the 

Geophysical Fluid Dynamics Laboratory (GFDL) SKYHI model.  Greater vertical 

resolution in the middle and upper atmosphere provides for more realistic simulations of 

tropopause dynamics, interactions between the troposphere and stratosphere and the wave 
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feedback mechanism, in particular (Stenchikov et al., 2006).  Furthermore, including 

atmospheric layers beyond the stratosphere and into the mesosphere makes it possible for 

the model to realistically simulate the Quasi-biennial Oscillation (QBO), which is 

important for reasons that are briefly outlined below. 

The QBO is a wind oscillation in the equatorial lower stratosphere (centered at 

~20-30 hPa) that switches between easterly and westerly phases roughly every two years.  

Kirchner et al. (1999) were among the first to document the role of the QBO in 

modulating the magnitude of the positive AO response to tropical volcanic eruptions.  

When the QBO is in its easterly phase stratospheric temperatures in the tropics decrease 

by roughly 1°C, thus dampening radiative heating caused by aerosol loading.  In contrast, 

the westerly QBO phase has the opposite thermal effect and thus amplifies the 

stratospheric gradient mechanism.  For example, at the time of the 1991 Pinatubo 

eruption, the QBO was in its easterly phase and during the following winter the AO 

response was less than expected; but in the winter of 1993, the QBO phase had reversed   

and the model calculated AO response was closer to the observed signal (Kirchner et al., 

1999).  

On slightly longer time-scales, Shindell et al. (2003) used the Goddard Institute 

for Space Studies (GISS) GCM – with a slab/mixed-layer ocean – to model the climatic 

response to volcanic aerosols during the pre- industrial era, from 1600 to 1850 AD.  

Results were compared with Shindell et al. (2001b) – where the climatic response to 

changes in solar irradiance (Lean et al., 1995; Figure 2.4) were modeled over the same 

time period – and with Northern Hemisphere temperature reconstructions, which are 

significantly more skillful after 1600 AD (Mann et al., 1998).  Shindell et al. (2003) 



37 

concluded that both of these natural forcing factors contributed substantially to northern 

hemisphere cooling during the Maunder Minimum (Figure 2.4.), while solar forcing was 

the dominant factor influencing regional-scale climate over annual and longer time-

scales.   

While acknowledging that volcanic forcing can induce a significant regional 

climatic response on seasonal time-scales, Shindell et al. (2003) concluded that long-

lasting temperature effects are minimal on these spatial-scales, especially for more than 

two years following individual eruptions.  They explained this by noting that the 

frequently observed continental warming brought on by positive AO conditions in winter 

is often offset by summer season cooling from stratospheric aerosols.  On the other hand, 

the cooling effect of reduced solar irradiance was consistent year-round and lasted for 

decades at a time (Shindell et al., 2003). 

 

2.3.2.2. The confounding ENSO factor 

As alluded to above, one of the most significant challenges to understanding both 

global and regional climatic effects of recent eruptions (e.g., Agung (Feb 18, 1963); El 

Chichón (Mar 28, 1982); Pinatubo (Jun 15, 1991)) stems from the fact that these events 

have all occurred during El Niño years (Robock, 2000; Adler et al., 2003).  The 

fundamental problem with this is that both temperature and precipitation teleconnection 

patterns associated with El Niño are significant enough to effectively mask or unduly 

amplify the volcanic signal, particularly on regional-scales.  This concern applies to East 

Asia, where ENSO is associated with regional temperature and precipitation variability 
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through various dynamical mechanisms throughout the year (Chang et al., 2000a, 2000b; 

Huang et al., 2003).   

It remains unclear as to whether or not there is a causal link between volcanic 

activity and El Niño events.  Results from a recent paleoclimate study (1649 AD to 

present; Adams et al., 2003) have reignited a controversial debate over this question.  

Adams et al. (2003) found that an explosive volcanic eruption roughly doubles the chance 

of an El Niño event occurring during the following winter, which certainly hints at cause 

and effect.  A separate analysis of a six-century reconstruction of ENSO found that 

reduced radiative forcing – periods of low solar activity and increased volcanism – are 

associated with increased ENSO variability, and visa versa (D’Arrigo et al., 2005).  This 

is consistent with early instrumental observations and historical records from the Pacific 

Basin during the Tambora era (Chenoweth, 1996) showing La Niña conditions during the 

first half of 1816; while 1814 and 1817 were both characterized as El Niño events.  

Quinn et al. (1987) and Ortlieb (2000) confirmed the timing of these El Niño events.  

Meanwhile, modeling studies aimed at determining a physical mechanism for a link 

between ENSO and volcanic forcing are conflicting (Robock et al., 1995; Mann et al., 

2005; see the following section).  This issue remains a confounding factor for studies 

examining the climatic response to volcanic forcing, especially during the period of 

instrumental record. 

Thus, efforts have been made to statistically separate from the instrumental 

temperature record the spatial and temporal patterns associated with El Niño so that a 

more “pure” volcanic signal can be identified and studied (Robock and Mao, 1995; 

Kirchner and Graf, 1995; Yang and Schlesinger, 2001).  Meanwhile, others have argued 
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that statistical removal of an ENSO signal from monthly datasets on a grid-point basis – 

especially in regions with non-stationary (e.g., East Asia; Chang et al., 2000a) or 

insignificant teleconnections with respect to ENSO – is problematic and could 

unnecessarily add confusion when interpreting results (Kelly et al., 1996; Shindell et al., 

2004).  Additionally, if a physical link does exist, as Mann et al. (2005) suggest, then this 

would at least partially call into question the physical basis for previous efforts to 

statistically separate the ENSO and volcanic signals.   

To help clarify this matter, Robock (2000) noted that the El Chichón and Pinatubo 

eruptions appear to have occurred following the onset of the 1982-1983 and 1991-1992 

El Niño events, respectively, which suggests that volcanic forcing could not have caused 

these recent events.  Regardless, these late 20th century volcanic eruptions are likely to 

have modulated the global and regional climatic signals caused by concurrent ENSO 

conditions.  So, notwithstanding the caveats listed above, the present study applies a 

simple regression technique to linearly remove the monthly ENSO signal from various 

regional monsoon indices and some gridded datasets during the instrumental period of 

record (after Robock and Mao, 1995).  The regional-scale volcanic signal is then assessed 

based on analyses using both raw and ENSO-filtered climatic data, to test the sensitivity 

of the climatic response to the ENSO factor (Chapter 5).   

 

2.3.2.2.1. A volcanic trigger for ENSO? 

As discussed earlier, modeling studies have produced conflicting results with 

regard to whether or not volcanic forcing can induce an El Niño event or amplify its 

magnitude.  Using a simple linear steady state atmosphere model, Hirono (1988) 
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proposed a mechanism by which the tropospheric aerosol cloud from the El Chichón 

eruption caused the trade winds to fail in the eastern equatorial Pacific, thus triggering the 

1982-1983 El Niño event.  Robock et al. (1995), investigating the plausibility of Hirono’s 

mechanism with a non- linear AGCM, confirmed that the tropospheric aerosol cloud 

produced by El Chichón likely led to a trade wind collapse in their vicinity.  However, 

Robock et al. (1995) also noted that El Niños are generally caused by trade wind 

collapses in the western equatorial Pacific, and that the oceanic component of the 1982-

1983 El Niño event was already underway before the eruption of El Chichón.  Based on 

this and other empirical data, Robock (2000) concluded that there is no evidence for 

volcanic- induced El Niño events.   

Also mentioned above was the fact that recent empirical paleoclimate analyses by 

Adams et al. (2003) and D’Arrigo et al. (2005) – in addition to results from a modeling 

study by Mann et al. (2005) – have reignited the debate over a link between tropical 

eruptions and ENSO.  To focus their analysis directly on the question at hand, Mann et al. 

(2005) employed a simplified Zebiak-Cane model to explore the potential impacts of 

volcanic forcing on the ENSO system and the coupled ocean-atmosphere in the tropical 

Pacific Ocean.  Their results indicated that volcanic forcing can indeed trigger El Niño 

events, through an “ocean thermostat” mechanism, which arises due to the differences 

between the thermodynamic response to radiative forcing in the eastern vs. the western 

tropical Pacific.  Basically, when radiative forcing is positive, the response in the western 

tropical Pacific is generally greater (due to the climatologically deeper thermocline), thus 

increasing the west-east SST gradient, which enhances the trade winds, leading to more 

upwelling in the east and warmer surface waters in the west.  Thus, according to the 
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model, the result of positive radiative forcing is a positive feedback cycle that leads to a 

La Niña climatic state.  Meanwhile, the opposite is true of negative radiative forcing 

(e.g., volcanic eruptions; solar minima), wherein El Niño conditions would be favored 

(Waple et al., 2002; Mann et al., 2005). 

 

2.3.3. Practical applications for our improved understanding of volcanic forcing 

One final point worth mentioning in this section addresses practical applications 

for dynamical modeling of volcanic forcing.  Robock (2001d) concluded that the general 

circulation and regional-scale surface climatic response to Pinatubo and other recent 

eruptions was large enough to warrant the inclusion of stratospheric aerosols from future 

eruptions of similar scales into dynamical seasonal climate forecasting models (Robock, 

2001d).  The thermodynamic significance of volcanic forcing is also illustrated by the 

fact that the next generation of ECMWF reanalysis products will be generated by models 

that include stratospheric aerosols from volcanic eruptions, to more realistically 

reproduce the observed climate in the months and years following those events. 

 

2.4. Hypothesized global and regional-scale response to aerosol forcing  

To achieve this study’s objectives, diagnostic analyses focus mainly on the 

processes by which synoptic-scale changes in the EAM system occur in response to 

global-scale changes in general circulation, with a particular focus on processes that are 

apparently sensitive to variations in stratospheric volcanic aerosol forcing.  Thus, the 

processes to be considered in this study include changes in both regional and large-scale 

climatic boundary conditions.  Regional-scale processes include changes in regional 
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SSTs and Tibetan Plateau snow cover – from direct radiative forcing – and dynamical 

changes in the West Pacific subtropical high and the East Asian jet.  Large-scale 

processes include tropical Hadley circulation, the global upper-tropospheric subtropical 

jet stream and coupled atmosphere-ocean circulation patterns such as the Arctic 

Oscillation and the El Niño/ Southern Oscillation, each of which has important influences 

on regional climate variability (Liang and Wang, 1998; Chang et al., 2000a) and may also 

respond to global-scale volcanic forcing (Robock, 2000; Stenchikov et al., 2002; Shindell 

et al., 2003; Adams et al., 2003; Mann et al., 2005). 

 

2.4.1. The global Hadley cell  

The Hadley Cell may be best described as the dominant large-scale meridional 

overturning of the atmosphere that occurs due to latitudinal heating gradients throughout 

the earth’s lower latitudes (Webster, 2005).  Though the exact location of the cells 

changes with the seasons, there is typically rising air close to the equator and sinking air 

in the vicinity of the Tropic of Capricorn and Tropic of Cancer.  Tropical regions with the 

greatest rainfall are closely linked to areas with rising atmospheric motion and frequent 

convective rainfall, while the great subtropical deserts are typically found where 

subsidence occurs.   

Oort and Yeiniger (1996) noted that the strength and character of global Hadley 

circulation is significantly related to the phase of ENSO (1964-1990).  Smoothed indices 

for tropical Eastern Pacific SSTs and Northern Hemisphere Hadley Cell strength have an 

in-phase relationship (r = 0.49); while Eastern Pacific SSTs are inversely related with 

variations in the Southern Hemisphere Cell (r = –0.54).  In both cases, El Niño events 
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apparently increase the meridional overturning circulation associated with the Hadley 

cell, particularly in the Pacific Ocean region (Oort and Yeiniger, 1996).  However, it has 

been noted in subsequent studies that meridional Hadley circulation in the Pacific region 

is somewhat inseparable from the Walker Cell, which has an implicit meridional 

component (Tanka et al., 2003).  On the local- and regional-scale, meridional Hadley 

circulation is directly linked with lower level winds over the SCS and rainfall in 

southeastern China (Liang and Wang, 1998).  The subject of synoptic scale links between 

the EAM system and Hadley circulation will be revisited in section 4.3. 

 As noted above, volcanic forcing measurably modifies atmosphere and ocean 

temperature gradients and causes a noticeable decrease in tropical SATs (Robock, 2000), 

evaporation and precipitation rates (Robock and Liu, 1994).  It is hypothesized here that 

the latter changes relate to a decrease in global Hadley circulation, which could lead to 

significant regional climate anomalies around the globe, including East Asia, where the 

monsoon trough is embedded in the western Pacific intertropical convergence zone 

(ITCZ; the convective component of the Hadley cell) at various times during the summer 

(Chen et al., 2004).   

Estimates of the near-equatorial energy balance associated with the Hadley 

circulation (Webster, 2005) suggest that a net surface solar radiation gain of 200 Wm-2 

essentially comprises the engine that drives meridional overturning of tropical air.  A 

simple calculation of the maximum instantaneous forcing averaged over the tropics (24°S 

– 24°N), from the 1815 Tambora eruption, estimates a maximum 21 Wm-2 reduction in 

solar radiation at the surface (based on a climate sensitivity of -21 t (Hansen et al., 2002) 
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and subject to the limitations of the volcanic forcing dataset), which could theoretically 

dampen the tropical Hadley circulation by up to 10%. 

It is hypothesized that the theory of a volcanic-dampened Hadley cell may be 

tested in observational data by examining the relative strength of northern vs. southern 

hemisphere Hadley circulation following tropical eruptions with uneven aerosol 

distributions.  For example, volcanic aerosol forcing caused by the March, 1982, El 

Chichon (17°N, 93°W) eruption was estimated to have been twice as strong in the 

northern hemisphere (NH) compared with the southern hemisphere (SH), while the 

relative forcing from the February, 1963, Agung (8°S, 115°W) eruption was reversed 

(Andronova et al., 1999; Hansen et al., 2002).  Meanwhile, Oort and Yeiniger (1996) 

noted that they were unable to explain why, during the 1982-83 El Niño event, the 

normal in-phase relationship between tropical Pacific SSTs and Northern Hemisphere 

Hadley circulation was dampened, while the Southern Hemisphere Hadley cell responded 

normally.  This question will be revisited in Chapter 5. 

 

2.4.2. The global sub-tropical jet 

 While a weakening in tropical Hadley cells would have direct implications for 

evaporation and precipitation in the vicinity of the ITCZ, it is also hypothesized here that 

a modified Hadley circulation, acting in conjunction with extra-tropical changes in the 

circumpolar westerlies and the Arctic Oscillation, is likely to dynamically affect the 

strength and structure of subtropical high pressure systems and associated upper 

tropospheric jets.  It is well established that the strong meridional circulation in the 

western tropical Pacific – with ascending motion largely driven by high SST’s in the 
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West Pacific Warm Pool – strongly influences the West Pacific subtropical high (WPSH) 

(Huang et al., 2003) and the exceptionally fast subtropical jet over eastern Asia (Hou, 

1998; Trenberth et al., 2000). 

 Stenchikov et al. (2006) examined the response of the winter season Northern 

Hemisphere tropospheric jets using both observations and IPCC AR4 coupled AOGCM 

“historical” simulations.  Using 200 hPa geopotential heights (GPH) as a proxy for 

meridional changes in the jet, observational analyses noted northward movement over the 

North Atlantic, North America and Eurasian sectors while a southward shift was 

observed in the Pacific during winters following low-latitude eruptions.  The zonal-mean 

structure of this response is generally consistent with a strengthening and contraction of 

the circumpolar vortex, as would be expected under positive AO conditions.  Using the 

GISS AGCM, Hansen et al. (2005) noted that an acceleration of the Northern 

Hemisphere westerly jet was simulated in response to volcanic forcing.  While many 

models reasonably simulate this observed jet response, most of the models 

underestimated its magnitude and failed to consistently capture regional-scale details 

(Stenchikov et al., 2006).   

 

2.4.3. Temperature, precipitation, SSTs and snow cover 

 Anomalies in regional-scale boundary conditions, such as SSTs and snow cover, 

are likely to respond to surface cooling from diminished incoming solar radiation caused 

by increased stratospheric optical depth.  The high heat content of the oceans make them 

a logical place to look for climate anomalies caused by persistent reductions in solar 

radiation (Gleckler et al., 2006), especially in partially closed basins like the South China 
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Sea where extensive advection and mixing from other basins would be relatively limited 

on monthly to interannual time-scales.  In fact, average marine air temperature (MAT) 

measurements from 0° – 20°N (including measurements from the North Atlantic, Bay of 

Bengal and SCS) indicate that annual average cooling from 0.5° to 1.0°C occurred 

following the 1809 unknown and 1815 Tambora eruptions (Chenoweth, 2001).  The 

significance of this is made clear by the fact that SSTs in the SCS are known to influence 

both the timing of the seasonal monsoon onset date as well as the intensity of the summer 

monsoon in eastern China (Chang et al., 2000a; Huang et al., 2003; Ding et al., 2004).   

The persistence and depth of Tibetan Plateau snow cover during the winter and 

spring seasons may also be sensitive to reduced radiation and cooler tropospheric 

temperatures.  Snow depth over the Tibetan Plateau during these seasons has been shown 

to affect regional atmospheric circulation and hydroclimate in eastern China through 

mechanisms related to heat, moisture and energy fluxes between the land surface and the 

atmosphere (Qian et al., 2003; Zhang et al., 2004). 

 

2.4.4. Regional monsoon indices 

 During the past decade, an increasing number of studies have employed the use of 

climate indices to represent various components of the East Asian monsoon system.  This 

provides one way of examining local or regional surface climate variability in the context 

of synoptic-scale variations in the atmosphere-ocean system.  Through these studies, it 

has become clear that no single index is necessarily ideal for the purpose of 

characterizing variability in this complex regional monsoon system (Wu and Chan, 

2005a).  So, this study considers a wide array of such indices to gain the broadest 
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possible view of the EAM system and possible volcanic influences on regional/ local 

climate change.   

Section 4.2 defines a number of published dynamic and thermodynamic global- 

and regional-scale climate indices and describes their significance in terms of their 

relationships with surface climate variability in East Asia.  The regional-scale indices 

used for the present study include: 1) the West Pacific Subtropical High zonal 

displacement index (Riyu, 2002), 2) the Okhotsk High Index (Wang, Y. et al., 2003), 3) 

the Western North Pacific Monsoon Index (Wang et al., 2001; Wu and Wang, 2002), to 

characterize the lower level jet in the EAM region, 4) the Summer Monsoon Index (Wu 

and Chan, 2005), to measure the east-west sea-level pressure (SLP) gradient between 

eastern China and the western North Pacific, 5) the Land Sea-Surface Temperature 

Difference Index (Wu and Chan, 2005), to capture the zonal and meridional thermal 

contrast between eastern China and surrounding seas and, finally, 6) the East Asian Jet 

Strength Index (at 200 hPa; this study).  In addition to the AO, ENSO, and the PDO, 

other global-scale indices include a global subtropical Jet strength index (this study) and 

two global Hadley Cell indices (based on the meridional stream function and vertical 

wind shear; Oort and Yienger, 1996). 

 

2.5. Eruptions of the past 

  Table 2.1 lists the largest explosive tropical volcanic eruptions of the past 600 

years (Briffa et al., 1998; Simkin and Siebert, 1994), all of them rating over 5 on the 

Volcanic Explosivity Index (VEI) scale (Newhall and Self, 1982; see below).  Each of 

these eruptions appear to have had significant impact on global and regional climate 
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(Robock and Mao, 1995; Kelly et al., 1996; Shindell et al., 2004) making them of 

particular interest to the present study.  Note that 1902 was a particularly active year for 

tropical eruptions; in addition to the Santa Maria event, both Pelée and Soufriere St. 

Vincent erupted (both VEI = 4), likely contributing to the climatic impacts noted by 

several researchers (Robock and Mao, 1995; Kelly et al., 1996; Shindell et al., 2004). 

 

2.5.1. Indices for past volcanism 

 Several different methods have been used to compile histories of explosive 

volcanic eruptions for the purpose of examining their climatic effects.  Lamb (1970) 

created the Dust Veil Index (DVI) based on a number of factors, including: historical 

reports of eruptions, optical phenomena, radiation measurements, and published estimates 

of the volume of ejecta.  The most common criticism of the DVI is that the size of 

eruptions is based in part on the scale of observed climatic effects in response to each 

eruption, which leads to circular reasoning if the DVI is used as an independent index of 

volcanism for climate studies (e.g., Zielinski, 2000).  However, Robock (2000) points out 

that the contribution of temperature effects to the derivation of the DVI is small and does 

not have a significant effect on most index values.  Still, as noted by Bradley (1988), the 

observations of temperature, optical and radiation effects that are used to derive the DVI 

were largely acquired from mid-latitude locations, making this index potentially less 

suitable for studies in other regions. 

 The VEI rates eruptions on a scale of one to eight, with eight being the most 

explosive.  As implied by its name, the VEI was developed to classify eruptions 

according to their eruptive power based on geological – as opposed to atmospheric – data 
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(Newhall and Self, 1982).  The source data, spanning the past 8,000 years were collected 

and complied by Simkin and Siebert (1994) and contain no explicit climatic references or 

considerations.  However, Newhall and Self (1982) note that plinian, or highly explosive, 

eruptions with VEI values greater than or equal to 4 are definitely powerful enough to 

inject sulfuric gases into the stratosphere.  However, as noted by Robock (2000) and 

Zielinski (2000), Mt Saint Helens had a VEI value of 5 but had no discernible climatic 

effect beyond the immediate region because the blast trajectory was mostly lateral – as 

opposed to vertical.  Compared with other indices, the VEI has been noted to correlate 

relatively poorly with global and hemispheric mean temperatures (Briffa et al., 1998; 

Robock, 2000).  Still, the VEI is positively correlated with other volcanic indices 

(Robock and Mao, 1995) and it has been successfully used for climatic studies (e.g., 

Adams et al., 2003). 

 To more directly measure sulfuric emissions from volcanic eruptions, Robock and 

Free (1995) developed the ice-core volcanic index (IVI) using data from polar ice cores 

from 1850 to present.  The IVI is based on sulfate ion content and acidity recorded at 

annual to sub-annual resolution in 6 ice-cores from the Southern Hemisphere and eight 

ice-cores from the Northern Hemisphere.  Using additional ice core data from the past 

2000 years, Robock and Free (1996) attempted to extended the IVI, acknowledging that 

the reliability of volcanic forcing reconstructions diminished significantly further into the 

past (e.g., pre-1200 AD in the northern hemisphere and pre-1850 in the southern 

hemisphere). 

Robock and Free (1995) also discuss in considerable detail the inherent 

difficulties associated with using ice-core sulfate ion content and acidity as proxies for 
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volcanic forcing.  Their primary concerns included: 1) non-volcanic sources for sulfate 

and acids, 2) dating uncertainties attributed to any number of factors, including the timing 

of sulfur transport from eruption source to deposition, 3) sulfate biases associated with 

local eruptions, which may or may not have entered the stratosphere, 4) sulfate transport 

processes from the stratosphere to the ice sheet, 5) the stochastic nature of dry deposition 

and snow accumulation through drifting vs. direct snowfall, all of which can vary 

dramatically on multiple temporal- and spatial-scales, and 6) uncertainties associated 

with acidity readings, which are sensitive to the ice temperature and measurement 

techniques sometimes vary from group to group.   

 Ultimately, for the purpose of climate studies, the perfect volcanic index 

accurately quantifies the timing, spatial distribution and magnitude of the radiative 

forcing, which is most closely related to the characteristics of the sulfate aerosol cloud in 

the stratosphere (Robock, 2000).  Thus, since the publication of the IVI (Robock and 

Free, 1996) most attempts to quantify radiative forcing from volcanic eruptions have 

relied on proxy data from ice cores collected in high latitude regions (e.g., Crowley, 

2000; Robertson et al., 2000; Zielinski, 2000; Ammann et al., 2003; Shindell et al., 2004; 

Mann et al., 2005; Ammann et al., 2006; Gao et al., 2006), where stratospheric sulfate 

aerosols decay most efficiently (Hamill et al., 1997).  Still many of the seminal works 

acknowledge that a combination of indices, based on several independent data sources 

(e.g., VEI and IVI), may provide the best representation of pre- instrumental volcanic 

activity for use in climate studies (Robock and Free, 1995; Briffa et al., 1998; Free and 

Robock, 1999; Adams et al., 2003).  The reader is referred to Robock (2000) for a more 
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thorough review of these and other volcanic indices (e.g., Sato et al., 1993; Mitchell, 

1970). 

 

2.5.2. Eruptions during the period of instrumental record 

 The most recent explosive tropical eruptions (Table 2.1.) have been the focus of a 

greater number of climatological studies because of their occurrence during the period of 

instrumental record and the abundance of available observational data for analysis.  

Agung (Indonesia; February 18, 1963), El Chichón (Mexico; March 28, 1982), and 

Pinatubo (Philippines; June 15, 1991) all had noticeable radiative and dynamic effects on 

global climate, despite the fact that these eruptions were all relatively small compared 

with earlier historical events, like Tambora.  

 The plinian column from the 1991 Pinatubo eruption reached up to 40 km in 

height and injected an estimated 17 to 20 Mt of SO2 into the stratosphere (Self et al., 

1996; Bluth et al., 1992), thus, producing roughly one third of sulfur gas yielded by 

Tambora and about twice that from El Chichón (~7 Mt; Bluth et al., 1992).  The resulting 

stratospheric aerosols produced the highest global stratospheric optical depths since the 

eruption of Krakatau over a century earlier, in 1883 (Gao et al., 2006).  For details 

regarding the climatic implications of the Pinatubo eruption, the reader is referred to 

extensive recent literature on the subject (e.g., Labitzke and McCormick, 1992; Hansen et 

al., 1996; Stenchikov et al., 1998; Kirchner et al., 1999; Yang, 2000; Robock, 2001b; 

Yang and Schlesinger, 2001; Stenchikov et al., 2002; Yang and Schlesinger, 2002; 

Stenchikov et al., 2004).    
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2.5.3. Tambora era climate 

 Tambora era climate is a logical time period on which to focus for a couple 

primary reasons.  Firstly, a great number of previous studies have explicitly studied the 

climate of this era and thus there is a relative abundance of literature and paleoclimate 

data upon which to draw (e.g., Stommel and Stommel, 1982; Eddy, 1992; Harrington, 

1992; Zhang et al., 1992; Chenoweth, 1996, 2000, 2001; Oppenheimer, 2003; Wagner 

and Zorita, 2005).  Also, the Tambora eruption was enormous and as a result the climatic 

signal was also apparently very large.  Thus, it is logical that if a region’s climate may be 

susceptible to volcanic forcing then this response would have most likely been apparent 

following Tambora.  

The year 1816 is famously known as “the year without a summer,” for the global 

climatic disruptions following the eruption of the Tambora volcano on Sumbawa island, 

Indonesia (Stommel and Stommel, 1983).  This event took place in 1815 and was the 

largest known eruption during the past 500 years (Briffa et al., 1998).  The prominent 

plinian explosion on April 10 produced ash plumes up to 43 km high, injecting roughly 

60 megatons of SO2 well into the stratosphere (Oppenheimer, 2003).  Over 71,000 people 

died on Sumbawa and the neighboring Lombok islands in the wake of Tambora.  Many 

were killed immediately from ash fallout and pyroclastic flows, while thousands perished 

from hunger and disease in the months that followed (Oppenheimer, 2003).  Broad-scale 

environmental and socioeconomic impacts related to this eruption ranged from 

climatological, to agricultural, to epidemiological (Pang, 1991; Harrington, 1992; 

Oppenheimer, 2003). 
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When considering the ensuing climatic impacts cause by the Tambora eruption, it 

is important to also note that this event was apparently preceded by an exceptionally large 

eruption of unknown origin in 1809 (Dai et al., 1991; Gao et al., 2006).  Based on the 

existence of high sulfate levels measured in multiple bi-polar ice-cores, the 1809 eruption 

is very likely to have occurred in the tropics.  It is also estimated to have produced 

roughly even stratospheric sulfate aerosol loading in each hemisphere (Gao et al., 2006), 

with total forcing ranging from half (Robertson et al., 2001) to more than three quarters 

the size of Tambora (Crowley, 2000; Ammann, 2006).  Also, both Tambora and the 1809 

unknown eruption occurred coincidently with the so-called “Dalton Minimum,” a period 

between about 1790 and 1830 when solar activity was at a relative minimum (Eddy, 

1992; Figure 2.3).  Thus, some antecedent cooling caused by the Dalton Minimum and 

possibly from the preceding unknown eruption are likely to have contributed to the 

exceptionally anomalous global climatic conditions that followed Tambora.   

A calibrated proxy-based annual reconstruction of April – September surface air 

temperatures suggests that the Northern Hemisphere (NH) was roughly 0.5°C and 0.75°C 

below modern climatology (1961 – 1990) during the year following the 1809 unknown 

and 1815 Tambora eruptions, respectively (Briffa et al., 2001).  A multi-proxy 

reconstruction of NH annual temperatures by Mann et al. (1998) shows a relatively weak 

response to these eruptions.  As noted earlier, Shindell et al. (2004) attribute the lack of a 

strong annual volcanic signal to the fact that the winter warming response observed over 

NH continents largely offsets the summer cooling response, leading to a minimal net 

annual effect.   
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However, compilations of over 43, 000 marine air temperature (MAT) 

measurements from 98 ships in the South China Sea, Atlantic and Indian Oceans during 

the period from 1807 to 1827 AD (Chenoweth, 2001) confirm that significant global-

scale cooling occurred on a magnitude comparable to that noted by Briffa et al. (2001).  

Chenoweth also concluded that the NH annual average temperature response to the 1809 

and Tambora eruptions was greater than the response to any subsequent eruptions, 

including Krakatoa (1883) and Pinatubo (1991).  Interestingly, MAT measurement s from 

the NH indicate that 1809 was actually the coldest year during this two-decade period of 

record (Chenoweth, 2001).  Another interesting result from the Chenoweth (2001) study 

was that he dated the so-called “1809 unknown eruption” to spring (March – June) of 

1808.  He did this based on the occurrence of maximum global MAT anomalies during 

the year of 1809 and also from evidence for rapid, then sustained, cooling recorded in 

July, 1808, by two independent Malaysian temperature observers. 

In New England, snow fell during every month of the “year without a summer” 

(Robock, 2001a).  Worse yet, there were severe precipitation shortfalls and multiple 

killing frosts that drastically shortened the 1816 growing season, combining to cause near 

total crop failure throughout the region (Stommel and Stommel, 1983; Baron, 1992; 

Oppenheimer, 2003).  Europe also experienced severely stunted agricultural productivity, 

but their problems came from below average temperatures coupled with anomalously 

high rainfall and cloudiness.  The crops grew slowly and were subject to mold and 

fungus, which led to widespread famine throughout Europe (Stommel and Stommel, 

1983).  As a point of cultural interest, the deep red sunsets and unusually wet and dreary 

weather during the summer of 1816 inspired a contest between friends Lord Byron, Mary 
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Shelly and Percy Shelly to see who could write the best ghost story.  On the shores of 

Lake Geneva, inspired by an environment changed due to a volcanic eruption half a 

world away, Mary Shelly won the competition by writing her famous novel, Frankenstein 

(Robock, 2001a) 

 Based on available historical records and early instrumental observations, there is 

also substantial evidence for unusually cold and stormy weather, below normal crop 

production and other anomalous weather patterns throughout eastern China (Zhang et al., 

1992).  For example, near modern extreme minimum temperature measurements were 

noted following Tambora on two occasions by ship merchants located at Canton, China 

(23°N, 113°E): 6.7°C and 4.5°C, in November and December of 1815, respectively 

(Chenoweth, 1996).  Tibet saw three days of heavy snowfall in June, 1816 (Zhang et al., 

1992), causing severe hardship to local populations and slowing W. Webb’s survey of the 

Himalayas (Chenoweth, 1996).  Using extensive quantitative harvest information 

collected from 66 different localities in China, Zhang et al. (2006) noted significant 

summer and fall crop reductions through the early 19th century, particularly in north and 

central regions.  Zhang et al. (1992) also noted below normal crop production in the same 

regions during the summers of 1816 and 1817. 

A comprehensive analysis of dryness/ wetness data from sites in the lower basins 

of the Yellow and Yangtze River valleys found that 1816 was the wettest year during the 

period from 1811 to 1820 (Huang, 1992).  In fact, all of the 20 sites examined in that 

study experienced flooding or severe flooding in 1816.  Reconstructed estimates of the 

strength of the West Pacific subtropical high (Huang and Wang, 1985) indicate this high 

pressure system was extremely weak during the decade from 1811-1820 and only weaker 
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during one other decade between 1470 and 1980 AD.  Huang (1992) associated this 

weakening of the subtropical high with observed flooding in northern China during the 

summer of 1816.  Furthermore, since wet summers are generally also cold summers, 

Huang (1992) inferred that the lower basins of the Yangtze and Yellow rivers were likely 

to have been exceptionally cold during that year.  Of course, it is important to note that 

below normal regional temperatures during the summer of 1816 were unlikely to have 

been merely coincidental, since most abnormally cold and extremely cold summers since 

A.D. 1500 apparently occurred 0-2 years after large volcanic eruptions (Qun, 1988). 

A recent study comparing global-scale proxy-based temperature reconstructions 

with results from coupled AOGCM simulations of the early 19th century climate 

indicated that volcanic forcing dominated the temperature signal dur ing this era (Wagner 

and Zorita, 2005).  That study noted that the regional-scale temperature response (in 

Europe) to volcanic forcing was much noisier, less consistent across multiple model 

ensemble members, and generally less statistically significant than the global signal.  

These results could highlight a potential shortcoming of the present study’s experimental 

design, which aims to discern a regional-scale volcanic signal based on climate 

simulations with a single AOGCM realization (see section 3.4).  However, Wagner and 

Zorita’s (2005) experiment design was poorly suited for effectively resolving regional-

scale volcanic-climate signals, since their volcanic forcing was prescribed as annual 

averages at the top of the model atmosphere, equally at all la titudes, through simple 

perturbations of the solar constant.  Such a volcanic forcing method is, for example, 

unlikely to realistically reproduce the tropospheric and stratospheric temperature gradient 
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mechanisms that are believed responsible for the consistently observed (Shindell et al., 

2004) positive AO response in winter (Stenchikov et al., 2002). 

 

2.5.4. Superposed epoch analysis 

Many previous studies have explored the effect of explosive volcanic eruptions on 

regional- and global-scale temperatures using compositing or superposed epoch analysis 

(e.g, Adams et al., 2003; Mann et al., 2005).  This procedure is designed to assess the 

climatic response to a number of specific events, which are a priori expected to influence 

climate (i.e., volcanic eruptions), while reducing climatic noise that may be caused by a 

range of other influences.  Bradley (1988) employed superposed epoch analysis by 

identifying a series of eruptions and then averaging monthly temperature anomalies 

during the three years before and the three years after the month of the eruption.  Since 

eruptions can occur at any time of year and temperature means and variances change 

through the course of the seasonal cycle, data were standardized on a monthly basis prior 

to averaging.  This analysis technique is problematic because the temperature response to 

high forcing has since been shown to change depending on the season (e.g., “winter 

warming”; Robock and Mao, 1992). 

Another approach to accounting for these seasonal effects yet while also taking 

into account the possibility of different responses during different seasons is to composite 

data relative to January in the year of the eruption (Kelly et al., 1996).  However, the 

problem with this approach is that the climatic response to an eruption in January could 

be different from the climatic response to an eruption several months later (e.g., in the fall 

season), particularly if the response season of interest occurs in between these events 
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(e.g., the summer monsoon).  The seasonal timing of an eruption will also affect the 

magnitude of the radiative forcing and the spatial distribution of the stratospheric aerosols 

during a specific season of interest subsequent to the eruption (Ammann et al., 2003).  

These issues are further discussed in the context of this study’s objectives in Chapter 5. 

 

2.5.5. The importance of the paleoclimate perspective  

The complexity of the dynamic general circulation response to volcanic eruptions 

coupled with unresolved questions regarding a causal link between ENSO and volcanic 

forcing underline the primary reasons for this study’s focus on pre- instrumental 

eruptions.  For one, the geologic record contains ample evidence for several well-dated 

tropical eruptions during the last millennium that were significantly larger than anything 

observed during the period of instrumental record (Crowley and Kim, 1999; Crowley, 

2000; Zielinski, 2000; Bauer et al., 2003).  Focusing on larger eruptions (e.g., Tambora) 

is advantageous because greater forcing presumably increases the climatic signal relative 

to that observed following smaller, more recent eruptions (e.g., Pinatubo).  Also, 

analyzing the regional-scale climatic response to multiple large pre- instrumental 

eruptions increases the sample size of the analysis, provides an opportunity to test for 

signal stationarity under a variety of different boundary conditions and, therefore, 

increases confidence in the physical and statistical significance of the results.  This may 

be particularly important with regard to this study’s focus on the regional-scale 

hydroclimatic response. 

The availability of annual resolution 510-year historical reconstructions of 

flooding and drought from multiple locations in eastern China (Central Meteorological 
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Bureau, 1981; Wang, 1988) provides a unique opportunity to explore the regional 

climatic response to multiple large eruptions under a wide variety of boundary 

conditions.  These data also provide an opportunity to use a very unique high spatial 

resolution paleoclimate dataset to compare with results from AOGCM and RCM 

paleoclimate simulations.  Additionally, this study’s use of historical records from China 

as a proxy for paleoclimate avoids one problem that previous studies have faced by 

relying largely on tree-ring data (e.g., Shindell et al., 2004), which have been shown to 

underestimate the volcanic signal with respect to temperature, compared to other climate 

proxies (Gu et al., 2003; Robock, 2005). 
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Table 2.1. The largest explosive tropical volcanic eruptions between 1400 and present 
(Briffa et al., 1998; Simkin and Siebert, 1994).  The year and season of each eruption is 
listed.  Asterisks note 1 year adjustments to the timing of the eruptions originally 
published by Briffa et al. (1998), as suggested in an updated version of Crowley (2000), 
published by Mann et al. (2005).  Question marks reflect uncertainty in the actual 
explosivity of a given eruption (Simkin and Siebert, 1994).   

Year Season Volcano and region Lat. Long. VEI 
1453* – Kuwae, Vanuatu, SW Pacific 16.8S 168.5E 6 
1580 – Billy Mitchell, Bougainville, SW Pacific 6.1S 155.2E 6 
1586 – Kelut, Java 7.9S 112.3E 5(?) 
1593 – Raung, Java 8.1S 114.0E 5(?) 
1601* – Huaynaputina, Peru 16.6S 70.9W 6(?) 
1641 DJF Parker, Philippines 6.1N 124.9E 6 
1660 – Long Island, New Guinea 5.4S 147.1E 6 
1674* MAM Gamkonora, Halmahera 1.4N 127.5E 5(?) 
1681* – Tongkoko, Sulawesi 1.5N 125.2E 5(?) 
1815 MAM Tambora, Lesser Sunda Is 8.3S 118.0E 7 
1835 DJF Cosiguina, Nicaragua 13.0N 87.6W 5 
1883 JJA Krakatau, west of Java 6.1S 105.4E 6 
1902 SON Santa Maria, Guatemala 14.8N 91.6W 6(?) 
1963 MAM Agung, Lesser Sunda  8.34S 115.51E 5 
1982 MAM El Chichon, Mexico 17.4N 93.2W 5 
1991 JJA Pinatubo, Philippines 15.1N 120.4E 6 
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Figure 2.1.  Geopolitical map of China and the greater East Asia region. 
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Figure 2.2.  Hovmoller diagrams of the annual cycle of monthly CMAP precipitation, 
zonally averaged at each latitude across eastern China (105° – 122°E).  Latitude-month 
precipitation values are presented as averages (left; mm/day) and as percentages of 
annual means (right), to highlight the seasonality of precipitation at each latitude. 
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Figure 2.3. Estimates of monthly natural climatic forcing factors for the period from 850 
to 2000 AD.  Stratospheric aerosol optical depths (SAOD) (Ammann et al., 2006; grey) 
from tropical eruptions (average SAOD from 24°N – 24°S), with reverse scale y-axis at 
right (units = t).  Total solar irradiance (W m-2) based on sunspot observations calibrated 
with respect to direct satellite measurements beginning in 1980 (Lean et al., 1995; solid 
black), with y-axis at left.  Total solar irradiance based on 10Be from ice cores and scaled 
to total irradiance based on Lean et al. (Bard et al, 2000; dashed black).  The Spörer, 
Maunder and Dalton solar minima are labeled, as well as the Tambora and Pinatubo 
volcanic eruptions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



64 

CHAPTER 3 

DATA AND METHODS 

3.1. Observational datasets: station data and reanalyses 

3.1.1. Surface parameters   

Instrumental observations of monthly precipitation and temperature over East 

Asia have been acquired from several sources.  First, global historical climatology 

network (GHCN) stations with fewer than 5 missing months from 1961-1990 were 

selected after determining that these screening criteria provide the best regional coverage 

from stations with the most complete temperature and precipitation records.  To extend 

data coverage through the early 20th century, Climate Research Unit (CRU) gridded (0.5° 

× 0.5°) monthly temperature and precipitation data (1902 – 2002) are also used (Mitchell 

and Jones, 2005).   

Two gridded global monthly precipitation datasets, derived from combined 

satellite and gauge observations, are also used because they are generally more directly 

comparable with modeled precipitation, due to their gridded format (2.5° × 2.5°) and the 

fact that their coverage extends over the oceans.  First, the NOAA Climate Prediction 

Center (CPC) merged analysis of precipitation (CMAP) data (Xie and Arkin, 1997) are 

available from 1979 – 2001 and were provided by the JISAO at the University of 

Washington.  Second, the Global Precipitation Climatology Project (GPCP) combined 

precipitation data (Adler et al., 2003) are available from 1979 – 2005 at the GPCP 

website. 

A late 20th century monthly resolution history of Northern Hemisphere snowcover 

is derived from National Oceanographic and Atmospheric Administration (NOAA) 
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satellite data, from 1972 – 1999.  Initially, daily visible satellite imagery was used to 

produce a weekly product depicting the presence or absence of snowcover within 89 × 89 

gridpoints on a polar stereographic projection covering the Northern Hemisphere (Dewey 

and Heim, 1982; Robinson et al., 1993).  The weekly data were later converted to a 

latitude- longitude grid at 2° × 2° resolution.  To make these data comparable with other 

data used in this study, a monthly percentage value is assigned to each grid point for each 

month, indicating the frequency with which weekly snowcover was present at each 

location.  Also, an annual time series of spring season snowcover extent over the Tibetan 

Plateau is calculated by averaging March and April percentages within the region: 91° – 

105°E, 27° – 37°N.  Station-based monthly observations of the total number of days with 

snowcover were available from eleven stations throughout the northeastern Tibetan 

Plateau region.  Monthly data from these sites are generally available, with only 

occasional missing values, from 1954 – 1993 and were acquired from the Carbon Dioxide 

Information Analysis Center website (Shiyan et al., 1997). 

NOAA Extended Reconstructed sea-surface temperature (SST) data (Smith and 

Reynolds, 2004), available globally at 2.5° × 2.5° resolution from 1854 to present, were 

also acquired from NOAA-CIRES Climate Diagnostics Center, Boulder, Colorado 

(http://www.cdc.noaa.gov/).  These gridded data are interpolated from the most recently 

available Comprehensive Ocean-Atmosphere Data Set (COADS) SST dataset, which 

consists of ship-of opportunity observations.  The strength of the analyzed signal is 

relatively consistent over time; however, due to sparse data availability, prior to 1880 the 

signal is significantly damped. 
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3.1.2. Upper-air data: reanalysis and sea-level pressure  

Gridded monthly observations of upper air variables and surface temperature are 

represented by NCEP-NCAR reanalysis data.  In most cases, these data are available at 

2.5° × 2.5° – or finer-scale – resolution and are provided by the NOAA-CIRES Climate 

Diagnostics Center, Boulder, Colorado (http://www.cdc.noaa.gov/).  In addition to the 

NCEP-NCAR reanalysis data, monthly gridded sea level pressure (SLP) data were 

provided by the National Center for Atmospheric Research 

(http://dss.ucar.edu/datasets/ds010.0/).  This particular SLP dataset covers most of the 

northern hemisphere at monthly time steps from January, 1899, to December, 2005, at 5° 

× 5° resolution (Trenberth and Paolino, 1980). 

 

3.1.3. The Arctic oscillation 

The observed monthly AO index data were taken from the University of 

Washington JIASO website (http://jisao.washington.edu/analyses0302/), as prepared by 

Thompson and Wallace (2000).  To be consistent with previous studies (e.g., Gong and 

Ho, 2003), the methods of Thompson and Wallace (2000) and the NOAA Climate 

Prediction Center (CPC) were employed to compute AO values from global climate 

model output.  Specifically, for each model run, a principal component analysis (PCA) 

was performed on the covariance matrix of unstandardized monthly mean 1000 hPa 

geopotential height (GPH) anomalies north of 20°N.  A monthly time series for the first 

principal component score was retained as the Arctic Oscillation index (Figure 3.1).  

Prior to analysis, the seasonal cycles were first removed from the data at each grid point.  
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Also, to ensure equal area weighting in the PCA, all data were weighted by the square 

root of the cosine of latitude.   

All AO analyses are based on monthly mean height anomalies for all calendar 

months.  Note, given that pressure level variance is greatest in winter months and the 

PCAs are based on the temporal covariance matrix from unstandardized data, the loading 

patterns are slightly dominated by winter season circulation patterns.  However, when the 

same PCA technique was conducted on annual time series (CSM 1.4) with respect to 

each month separately, the results were nearly identical (e.g., June R2 values = 0.99).  AO 

loading patterns with respect to observed 1000 hPa GPH anomaly fields are shown in 

Figure 3.2. 

 

3.1.4. The Pacific decadal oscillation (PDO) 

 Observed monthly PDO index data were taken from the University of Washington 

website (http://jisao.washington.edu/pdo/PDO.latest), following the methodology 

described by Mantua et al. (1997).  Consistent with observations, the modeled PDO was 

derived through PCA of the temporal covariance matrix of monthly SST anomalies in the 

North Pacific Ocean, north of 20°N.  A monthly time series for the first principal 

component score is retained as the Pacific Decadal Oscillation index (Figure 3.1).  Prior 

to analysis, monthly mean global average SST anomalies were subtracted from anomalies 

at each grid-point to separate the North Pacific pattern of variability from any global 

signals (e.g., warming) that are present in the data.  Figure 3.3. shows spatial correlation 

patterns between interannual variability in seasonally averaged SSTs and the seasonal 
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PDO index.  Notice the strong out-of-phase relationship between SSTs in the North 

Pacific and those in the tropical Eastern Pacific/ ENSO region. 

 

3.1.5. The El Niño/ Southern Oscillation (ENSO) 

Observed monthly Southern Oscillation Index (SOI) data were taken from the 

Climatic research Unit website (http://www.cru.uea.ac.uk/cru/data/soi.htm) following the 

methodology described by Ropelewski and Jones (1987).  The SOI is defined as the 

normalized SLP difference between Tahiti and Darwin, Australia (1866 – 2004 AD).  

Grid cells from locations closest to these sites were used to similarly define the SOI in the 

CSMv1.4, from 850 – 1999 AD.  Positive SOI values indicate below average pressures 

over the western tropical Pacific Ocean and above average pressures over the central-

eastern Topical Pacific (La Niña).  Negative SOI values indicate the opposite pressure 

anomalies and signify El Niño conditions.  Figure 3.1 compares winter averaged time-

series for the SOI, PDO and AO indices during the period from 1901 – 2000 AD. 

Figure 3.4 shows spatial correlation patterns between interannual variability in 

seasonally averaged SSTs and the seasonal SOI.  Consistent with previous studies 

(Trenberth and Caron, 2002) interannual SOI variations correlate most strongly (r > – 

0.8) with SSTs in the central equatorial Pacific, the so-called NINO3.4 region (5°N–5°S, 

170°–120°W), making these two indices for ENSO variability somewhat interchangeable.  

Also, notice clear similarities between these SST patterns and those shown in Figure 3.3, 

with respect to the PDO.  Also note that while interannual variability in the SOI and PDO 

indices are significantly inversely correlated (r = -0.35; Mantua et al., 1997), their 

dominant time-scales of variability differ (Figure 3.1).   
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3.2. Paleoclimate datasets and record validation 

During the period prior to instrumental records, a suite of proxies are used to 

quantitatively and qualitatively deduce paleoclimate conditions.  The archive of historical 

data from East Asia is particularly rich, paralleled in scope only by similar early records 

from the European region.  However, whether they are based on historical writings or the 

geologic record, any proxy-based index for paleoclimate variability must first be 

compared with direct observations in order to properly understand their climatic 

significance (Jones et al., 1998).  This section introduces paleoclimate datasets used in 

this study and provides a basis for their use and interpretation in subsequent analyses.  

 

3.2.1. Hydroclimate reconstructions based on historical writings in China 

  A wide array of historical Chinese manuscripts has been used to generate a 

number of paleoclimate reconstructions for Eastern China.  Unfortunately, the vast 

majority of these manuscripts have never been translated into English; therefore the 

present study only uses quantitative and, in some cases, qualitative interpretations of the 

original documents, as presented in previous publications.  While these records are of 

varying quality and reliability, many of them date back centuries and provide adequate 

spatial and temporal representation to examine the regional- and local-scale 

hydroclimatic response to past volcanic eruptions. 

 The range of historical documents from China includes local gazettes, official 

histories, memos to the Emperor and personal diaries (Zhang et al., 1992).  Local gazettes 

are official histories written at the local and provincial level by prominent citizens or 

government officials.  Compiled at intervals of several decades, these histories include 
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descriptions of geography, hydrology, agriculture and climate, in addition to political and 

social developments.  Traditionally, each new dynasty of emperors also compiled official 

histories of the previous dynasty, coordinated through a large central government bureau 

in Beijing.  Additionally, designated officials from various branches of government 

frequently sent to the central government, through several independent channels, 

memoranda that contained information on agriculture, weather and moisture.  The final 

source of climate information came from personal diaries, where weather or phenologic 

observations were recorded with regularity by prominent citizens throughout China 

(Zhang et al., 1992).  

Based on these historical documents, paleoclimate reconstructions of flooding and 

drought in eastern China were generated by the Central Meteorological Bureau (CMB; 

1981) and Wang (1988) and are used here as proxy indicators of annual (summer-season) 

hydroclimate variability across the region.  The CMB (1981) data – otherwise known as 

the drought/flood index (DI) – were available for this study at annual resolution for the 

period from 1470 – 1979 AD at up to 121 locations.  For each year and each location a DI 

value from 1 to 5 is assigned such that 1 equals severe flooding while 5 equals severe 

drought.  While time series from many sites have several years of missing data, records 

from roughly 30 locations are 100% complete and another 30 have at least 75% complete 

records (Figure 3.5). 

The means by which written documentary records were used to assign individual 

years a DI value and the calibration of that index with respect to modern rainfall records 

deserves further explanation.  The occurrence of severe flooding, flooding, drought or 

severe drought was usually recorded with regularity in local gazetteers in each of the 
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counties throughout eastern China.  The frequency with which flooding or drought 

occurred was used to assign a grade to each location during a given year.  Recent studies 

have shown that occurrence frequency is well correlated with the percentage of the 

rainfall anomaly at a given location (Wang and Wang, 1994).  Table 3.1 outlines the 

basic rubric used for assigning index grades (1 – 5), the associated rainfall anomaly for 

each grade and the frequency with which years are generally assigned these grades.   

However, the frequency distribution of DI value occurrences can vary 

significantly from site to site (Song, 2000).  A cursory look at frequency distribution plots 

from all sites indicates that the occurrence of drought or severe drought is very rare at 

some locations, accounting for a combined total of 15% of all years, whereas at other 

sites drought or severe drought can account for 40% to 50% of all years on record, 

although this occurs at only a couple locations.  Thus, the frequencies shown in Table 3.1 

represent the typical range of DI values from most locations.  To further justify the use of 

DI as a proxy for rainfall, Figure 3.6 shows scatter plots of regionally averaged CRU 

precipitation vs. DI values from sites within the same three regions in eastern China. 

Another useful historical records-based dataset of pre- instrumental hydroclimate 

are the Wang (1988) Indices (WI), which reconstruct annual flood vs. drought conditions 

in three commonly studied regions of eastern China: the lower Yellow River, the lower 

Yangtze River and, southeast China.  Incorporating flood-drought data (CMB, 1981) 

from locations within these regions (Figure 3.5), the WIs extend the DI hydroclimatic 

history for eastern China to the period 950 – 1999 AD (Qian et al., 2003a).  However, 

note that the scale of this hydroclimatic index is opposite to that of the DI, which means 
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that higher WI values represent relatively wetter years, while lower WI index values 

reflect dryness. 

 

3.2.2. Temperature reconstructions from historical records  

 Historical records described in the previous section contain relatively less 

information that can be used to develop quantitative temperature recons tructions (Zhang 

et al., 1992).  In fact, the paucity of such data has meant that most available provincial 

temperature reconstructions are generally only available at decadal or longer time-scales 

(e.g., Wang and Wang, 1990; Wang, 1991; Ge et al., 2003).  Unfortunately, decadally 

averaged datasets are of relatively limited use to the present study of monthly to annual 

volcanic signals in regional climate.  Nevertheless, a few of the available regional 

temperature indices are used in the present study to get a general sense for how their 

variability has historically been linked to volcanic forcing. 

 First, Wang and Wang (1990) developed provincial temperature reconstructions 

from historical records for southeastern China, with decadally averaged indices 

representing temperature variations during the various seasons (e.g., JJA, DJF) and also 

year-round (ANN).  A similar set of seasonal and year-round decadally averaged 

temperature indices from the Beijing region of northeastern China were also used (Wang, 

1991).  These particular records were chosen because they were available through 

personal communications between the original authors (Wang and Wang, 1990; Wang, 

1991) and Raymond Bradley.  Of course, temperature reconstructions that are based 

mostly on written descriptions are often more subjective, may depend on the observers 
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age at the time of writing and are therefore generally not as reliable on decadal or longer 

time-scales (Jones et al., 1998).   

On the other hand, historical records sometimes contain some relatively objective 

measures for temperature, such as phenology (plant budding or flowering dates) or 

weather specific observations, such as the total number of frost days.  Thus, another 

recent reconstruction of decal mean winter-half year temperatures from the middle and 

lower reaches of the Yangtze and Yellow River Valleys was also used.  This dataset, 

prepared by Ge et al. (2003) is based mostly on documentary records of phenologic 

events and winter snow day observations.  The final decadal mean temperature 

reconstructions that are used in this study were developed by Yang et al. (2002) and are 

based on multiple climate proxies from throughout the East Asia region.  The data that 

form the basis for the Yang et al. (2002) temperature indices were derived from ice-cores, 

tree-rings, lake sediments and historical records from the Tibetan Plateau, eastern China, 

Taiwan and Japan. 

 

3.2.3. Pacific sea surface temperature reconstructions  

An El Niño episode index was reconstructed by Quinn et al. (1987) and Ortlieb 

(2000) and made available at the University of Washington.  The Quinn data do not 

explicitly account for La Niña conditions and rather focus solely on El Niño episodes, 

assigning each a rating from 1 – 6 indicating their relative strength.  Each El Niño 

episode is also assigned a confidence level, from 1 – 5, which reflects the relative 

abundance of available evidence in support of El Niño conditions during a given year.  

While the Quinn data are available at annual resolution during the entire period from 
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1525-1988 AD, they are less reliable prior to 1791 (Henry Diaz, personal 

communication) and so only the later half of the record is used in subsequent analyses. 

Several different multi-century reconstructions of the PDO index have been 

attempted; however, until recently most have relied entirely on climate proxies (generally 

tree-rings) from the North and South American continents (e.g., Bondi et al., 2001; 

Gedalof and Smith, 2001).  Shen et al. (2006) recently reconstructed the PDO index for 

the period from 1470 to 2000 using DI data from eastern China.  Also, D’Arrigo and 

Wilson (2006) recently published the first-ever paleoclimate reconstruction of the PDO 

index based entirely on tree-ring chronologies collected on the Asian continent, from 

locations in Bhutan to northern Siberia.  Detailed analysis and discussion of these records 

is beyond the scope of this study; however it should be noted that temporal 

inconsistencies between the various reconstructed PDO indices highlight the need for 

additional research in this field (Figure 3.7).  Specifically, the precise mechanisms 

responsible for controlling low-frequency changes in large-scale modes of climate 

variability – as well as the stationarity of related teleconnections patterns – remains 

somewhat poorly understood, particularly in the pre- instrumental era (D’Arrigo and 

Wilson, 2006). 

 

3.2.4. Marine air temperature over South China Sea (1808 – 1827 AD) 

While most so-called “paleoclimate” datasets used in this study are based on 

proxy climate indicators, one is derived from actual instrumental observations: early 19th 

century marine air-temperature (MAT) measurements from merchant ships’ log books 

(Chenoweth, 1996, 2000, 2001).  Michael Chenoweth was very generous to share with 
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me hundreds of daily MAT measurements that he painstakingly digitized from British 

Library archives and subsequently adjusted for time-of-day and other observational 

biases (Chenoweth, 2000).  The specific data used for this study are from four grids 

within the South China Sea (SCS) basin: from 0 – 5°N, 5° – 10°N, 10° – 15°N, and 15° – 

20°N.  These records are available for the period from 1808 – 1827 AD, although they 

contain several missing values with significant sampling biases toward certain months of 

the year.   

For example, Figure 3.8 plots the number of months during which at least one 

MAT measurement was made within each of the SCS grids.  There is clearly significant 

under-sampling during the months of May, June and July, while the greatest total 

measurements were made during August and September; however these biases are 

basically common to all grids.  To prepare these data for subsequent analysis, adjusted 

individual MAT measurements were averaged on a seasonal basis (Dec. – Feb.; Mar. – 

May; Jun. – Aug.; Sep. – Oct).  Seasonal anomalies were initially calculated separately 

within each grid cell to remove the latitude-dependant seasonal cycle.  Next, individual 

seasonal anomalies from all four grid cells (when available) were averaged to create a 

regionally averaged MAT anomaly index for the period 1808 – 1827 AD.  To express 

anomalies relative to a benchmark period with relatively little volcanic forcing, a final 

adjustment was made by subtracting from them average MAT anomalies during the 

period from 1820 – 1825.    Table 3.2 provides this final data product along with the 

associated total number of measurements included in each of the seasonally averaged 

values.  It is noted that results from the South China Sea Monsoon Experiment support 

the use of MAT measurements as proxies for SSTs in summer, showing excellent 
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covariance between these two variables on daily to monthly times-scales (Ding et al., 

2004). 

 

3.2.5. Ice core records from the Dunde Ice Cap, Tibetan Plateau 

Of the various boundary conditions of particular interest to this study, reliable 

estimates of pre- instrumental snowcover conditions over the Tibetan Plateau are perhaps 

the least well documented.  However, Mary Davis has kindly provided me with unique 

records of d18O and water equivalent average annual net accumulation (An) from ice 

cores collected on the Dunde Ice Cap (38°N, 96°E, 5,325 meters above sea level), on the 

northeastern edge of the Tibetan Plateau (Davis et al., 2005; period of record: 1801 – 

1986 AD).  The An record contains water equivalent data from two separate cores (cores 

#1 and #3), while the annual d18O record is derived from core #1 only.  Age dating for 

both cores was constrained by visible dust layers deposited each winter, a beta 

radioactivity signal from Soviet thermonuclear tests in 1963, as well as regular seasonal 

variations in d18O.  (The isotopic ratio of oxygen-18 to the relatively light and less 

abundant oxygen-16 is d18O = {[(18O /16O)sample/( 18O/16O) SMOW] -1}×1000, where 

SMOW is the universal standard from mean ocean water; values are expressed in permil 

units).  Dust layer counting and sub-annual d18O measurements allowed for the 

development of annually resolved An time-series in both cores throughout the available 

record.  An records were initially derived from each core separately – prior to averaging – 

using a steady state flow model that accounts for down-core ice thinning.  Each layer in 

the core was bound by winter dust layers; thus, annual data-points roughly correspond to 
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water equivalent net accumulation (An) or d18O over the course of each calendar year 

(Davis et al., 2005). 

Noting several lines of independent evidence, Davis et al. (2005) demonstrate 

quite clearly that variations in d18O values on the Dunde Ice Cap are well representative 

of regional temperatures at the time of precipitation.  Firstly, monthly averages of d18O in 

precipitation collected 150 km away are correlated significantly with local temperatures.  

Also, previous analyses of d18O from a nearby ice cap correlated significantly on decadal 

time-scales with 500 hPa temperatures during a relatively recent 30-year period.  Finally, 

d18O values from the Dunde record show significant positive correlations with gridded 

NCEP reanalysis surface temperatures over a broad region of Eurasia. 

The two-core averaged Dunde An record was validated for the purposes of the 

present study with respect to eastern Tibetan Plateau snow conditions using two 

independent indices for regional snowcover (snow depth data were not available).  As 

noted earlier, observations from 11 climate stations located on the Tibetan Plateau 

contain roughly continuous monthly time series of the total number of days with 

observed snowcover.  Data from November to April were used to generate annual 

resolution time series of total snowcover days during the period from 1954 to 1993.  Each 

of these 11 time series was then correlated pairwise with the An record to identify those 

sites sharing significant (p-value <0.05) covariability with respect to the proxy record.  

This selection process eliminated eight sites whose snowcover variations were poorly 

correlated with the An record.  Data from the remaining three sites (Figure 3.9) were 

effectively combined into a station-based regional snowcover index by performing PCA 

on their correlation matrix.  The first principal component score was retained (PC1-snow) 
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and used, along with regionally averaged snowcover derived from satellite data (NOAA-

snow), to validate the Dunde An record with respect to observations. 

Figure 3.10 plots standardized time series of PC1-snow, NOAA-snow and An, 

illustrating reasonable agreement between these records.  Simple correlation r-values 

were computed between An and PC1-snow during two separate 17 year periods (1954 – 

1970; 1970 – 1986) and also over the entire 33 years of record overlap.  The correlation 

between An and the independent NOAA-snow record was similarly measured during the 

15-year period from 1972 – 1986.  Results from these analyses – plotted in appropriate 

locations on Figure 3.10 – are all statistically significant (p-value <0.05), suggesting that 

the Dunde An record provides a good index for winter/ spring snowcover variability over 

the eastern/northeastern Tibetan Plateau. 

Yet, some caveats are warranted.  A closer look at Figure 3.9 reveals that there are 

a few climate stations closer to the Dunde Ice Cap than those that were included in the 

principal component analysis.  Also, two of those selected are at a relatively low 

elevation (~1500m) compared to Dunde (~5300m).  These observations are somewhat 

unexpected and could suggest that statistically significant correlations between PC1-snow 

and An are somewhat spurious.  Another complicating factor is that recently observed 

long-term trends in snow accumulation days, temperature and precipitation on the 

Tibetan Plateau display considerable spatial heterogeneity throughout this 

topographically complex high elevation region (Niu et al., 2004).  However, the fact that 

NOAA-snow – a regionally averaged index for snow cover – is also significantly 

correlated with An reinforces the stated interpretation of An for this study.  Still, longer 

records from more sites across a broader region would have been beneficial for resolving 
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these questions.  Thus, any general conclusions drawn from subsequent analyses of An 

must be treated as preliminary. 

Finally, following the precedent of previous studies (e.g., Robock and Mao, 

1995), a high-pass Lanczos filtering technique (Duchon, 1979) was used to remove low-

frequency variations longer than 15 years from the Dunde An and d18O records.  Low-

frequency trends in An were exceptionally pronounced – compared to other datasets used 

for this study – and thus warranted removal prior to subsequent analyses, which are 

focused on deducing a high-frequency response to short-term volcanic forcing.  The two 

panels in Figure 3.11 plot time series of the original raw An and d18O records (dashed 

lines) along with their respective linearly detrended, high-pass filtered time series (solid 

lines). 

 

3.3. Volcanic forcing datasets 

Though the seasonal timing of eruptions and the latitudinal distribution of optical 

depth variations can be critical to understanding the climatic response, reliable 

information regarding such details – particularly for the latter – is limited prior to the 

advent of satellite measurements in 1978 AD.  For instance, the exact location, timing 

and magnitude of some volcanic eruptions as recent as 1809 can only be deduced from 

sulfate deposits in well-dated polar ice cores (Zielinski, 2000).  The 1258 AD event is 

another eruption for which the source remains unknown; however, tephra layers and 

sulfate peaks in multiple ice cores from Greenland and Antarctica suggest this to have 

been the largest tropical eruption during the past 2 millennia and possibly the past 5,000 

years (Langway et al., 1988).  In other cases, where local populations existed at the time 
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of eruption, historical records have provided very reliable estimates for the timing of 

volcanic events as far back as Vesuvius, 79 AD (Zielinski, 2000).  As a result, between 

the historical record, sulfate peaks from ice-cores (Robock and Free, 1995, 1996) and 

frost layers in tree-rings (Lamarche and Hirschboek, 1984), the timing of many large 

eruptions during the past millennium is well established with roughly annual precision 

(see Table 2.1; Briffa et al., 1998; Crowley, 2000; Gao et al., 2006). 

 

3.3.1. The Ammann dataset 

To represent pre-satellite-era volcanic eruptions realistically in the models, a 

monthly latitudinally varying dataset of zonally averaged stratospheric aerosol optical 

depth (SAOD) was developed using a simple off- line parameterization scheme by 

Ammann et al. (2003; 2006; Figure 3.12).  Due in large part to the fact that stratospheric 

winds are dominantly zonal, modern satellite-based observations of stratospheric sulfate 

aerosols confirm that volcanic forcing is spatially well represented by global zonal means 

(Figure 5.1; Robock, 2000).  Peak SAOD from each eruption was scaled relative to 

published estimates of total sulfate released by historic eruptions (e.g., Stenchikov et al., 

1998) and sulfate levels in polar ice cores (e.g., Robock and Free, 1996; Gao et al., 2006).  

All aerosols are assumed to be spherical sulfuric acid droplets with uniform size 

distribution (reff = 0.42 micron) and composition of 75% H2SO4 and 25% H2O, all of 

which is comparable to Pinatubo aerosols (Stenchikov et al., 1998).  The SAOD data has 

a monthly resolution and the forcing from each eruption of known origin is set to start on 

the first day of the month in which it occurred.  Forcing from eruptions of unknown 

origin (e.g., 1259 and 1809 AD) begins in January of the year in which they are estimated 
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to have occurred.  Peak SAOD occurs 4 months after each eruption and aerosols decay at 

an e- folding time equal to 12 months in the tropics.   

While recent studies based on direct observations of optical depth and sulfate 

loading from multiple bi-polar ice cores indicate that half to two thirds of volcanic 

aerosols from tropical eruptions tend to stay in the hemisphere of origin (Gao et al., 

2006), prescribed SAOD from tropical eruptions are always assumed to be evenly 

distributed in each hemisphere, from 25°N – 25°S.  Accounting for seasonal variations in 

upper- level winds, aerosols from tropical eruptions are then dispersed into the mid-

latitudes during each hemisphere’s respective winter, where they subsequently decay 

during summer.  Aerosols from mid- to high- latitude eruptions remain completely 

poleward of 30° in the hemisphere of origin, in agreement with observational studies 

(Robock, 2000; Zielinski, 2000).  Further discussion of this methodology and more 

detailed comparisons with observed aerosol distributions following individual eruptions 

are described in Amman et al. (2003).   

 

3.4. Global and regional climate model experiment designs  

3.4.1. Paleoclimate simulations with CSM version 1.4 

To model paleoclimate variability and compare this output with independent 

reconstructions of past climate, “hindcast” simulations were carried out with a modified 

version of the National Center for Atmospheric Research (NCAR) Climate System 

Model (CSM; Boville and Gent, 1998).  The CSM is a coupled global climate model with 

dynamic atmosphere (Community Climate System Model, CCSM3; Kiehl et al., 1998), 

ocean (NCAR CSM Ocean Model, NCOM; Gent et al., 1998), and sea- ice (Weatherly et 
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al., 1998) models, plus a land surface biophysics and basic hydrology model (Land 

Surface Model, LSM, Bonan, 1998).  These various model components communicate 

with each other through a flux coupler (Bryan et al., 1996), which calculates the fluxes 

and controls the time coordination of model integrations.  Boville et al. (2001) 

subsequently created CSM version 1.3 by modifying the basic CSM1 model 

configuration to reduce deep ocean drift and add capabilities that make the model suitable 

for multi-century transient paleoclimate simulations – with incremental changes in 

radiative forcing.   

Finally, the AOGCM output used for this study were generated by CSM version 

1.4 (CSM1.4), which includes a modified radiation code in the stratosphere (CCM3.6.6) 

such that time- latitude varying volcanic sulfate aerosols may be readily prescribed 

(Ammann et al., 2006). The primary benefit to this modification is that it improves the 

model’s capacity to realistically simulate regional-scale impacts (Kelly et al., 1996) 

caused by indirect, dynamic climatic responses to volcanic forcing (Robock, 2001; 

Shindell et al., 2004).  For example, the CSM1.4 configuration allows the model to 

capture the tropospheric cooling (caused by increased SAOD) and stratospheric heating 

(caused by the presence of sulfate aerosols) mechanisms that have apparently been 

responsible for the observed positive AO response to tropical eruptions in the past 

(Stenchikov et al., 2006; Chapter 2). 

The specific “Millennium” simulation that provides the foundation for the 

modeling component of this study, the CSM1.4 was run for the period 850 – 1999 AD, at 

T31 resolution (~3.71° × 3.75°), with both natural and anthropogenic external forcing 

(Ammann et al., 2006).  Forcing factors included low-frequency changes in solar 
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irradiance at the top of the atmosphere (Bard et al., 2000; scaled to Lean et al., 1995), 

volcanic aerosols prescribed at three vertical levels between 150 to 50 hPa (Ammann et 

al., 2006), and atmospheric greenhouse gas histories from ice-cores (CO2, CH4, N2O, 

CFC-11 and CFC-12).  Anthropogenic sulfate aerosols were also included, along with a 

recurring annual cycle of ozone and natural background sulfate aerosols.  A companion 

1,150-year long control experiment was also run, starting with the same initial conditions 

but with no external forcing.  The control simulation is treated as a benchmark, 

representing internal, unforced, variability in the modeled climate system.   

In all simulations, orbital forcing was set constant at 1400 AD conditions and 

vegetation/ land use changes were not included in the model (Ammann et al., 2006).  

Anthropogenic sulfate aerosols were specified in the CSM1.4 three-dimensionally in each 

global grid cell (T31; lat = 48, lon = 96, level = 18) at monthly time steps, from 1870 - 

present.  A different, unchanging, three-dimensional 12-month field of the annual cycle 

of background tropospheric aerosols was specified annually for all simulation years prior 

to 1870.  Atmospheric ozone is similarly specified by an unchanging 12-month forcing 

field that is cycled throughout the run, from 850 to 1999 AD.  The inclusion of prescribed 

tropospheric aerosol forcing is unlikely to impact the results of this research, which 

focuses on large-scale volcanic eruptions, primarily in the pre- industrial era.  However, 

the use of prescribed ozone could limit model’s ability to capture the true sensitivity of 

the AO to volcanic forcing (Stenchikov et al., 2002), because the chemical reaction of 

stratospheric sulfate aerosols with O2 reduces ozone concentrations in polar regions, thus 

contributing to the “stratospheric gradient” mechanism (section 2.3.4.2). 
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Otherwise, this CSM1.4 model configuration used here is as well suited as most 

other AOGCMs for the purposes of this study.  By prescribing SAOD following 

explosive eruptions and by allowing for a prognostic radiative response to these aerosols 

in the stratosphere, the thermodynamic response to explosive tropical eruptions can be 

assessed on both global and regional scales.  For example, this model is expected to 

realistically simulate the observed positive AO response via the tropospheric and 

stratospheric gradient mechanisms (Stenchikov et al., 2002), although the wave feedback 

mechanism may be somewhat muted due to a lack of high vertical resolution at the 

tropopause and in the stratosphere (Stenchikov et al., 2004; Stenchikov et al., 2006). 

 While most AOGCMs realistically simulate large-scale atmospheric circulation 

patterns and thus provide a reasonable basis for analyzing the processes by which the 

global climate system responds to volcanic aerosol forcing, the CSM’s coarse spatial 

resolution contributes to the occurrence of some significant, though common (Kang et al., 

2002; Liang et al., 2002), regional biases in surface hydroclimate – in the lee of the 

Tibetan Plateau, for example (see Chapter 6, Figure 6.1).  However, this precipitation 

bias is known to improve in AOGCMs with much higher spatial resolution; as model 

topography becomes more realistic, so does the spatial distribution of regional 

precipitation (Kobayashi and Sugi, 2004; Ping Lu, personal communication).  Thus, this 

study uses a limited area RCM – driven by boundary conditions from a the CSM1.4 – to 

test for its ability to alleviate these regional biases in surface climate (Chapter 7), while 

saving on the computational expense of having to run a full global model at increased 

horizontal resolution. 
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3.4.2. RCM simulations  

Recognizing the obvious limitations of assessing local- to regional-scale climate 

change impacts based on spatially course GCMs, circa 1990 the first RCMs were 

developed by adapting mesoscale numerical weather forecasting models for simulations 

on climatic time-scales.  Since the CSM generally simulates the primary large-scale 

boundary conditions and synoptic-scale controls on the East Asian monsoon sys tem with 

reasonable accuracy (see Chapter 6, Figures 6.1 and 6.2), output from the CSM1.4 is used 

to provide the driving field for dynamical downscaling over East Asia, through limited 

area modeling with the SUNY Albany MM5-based regional climate model (SUNYA-

ReCM; Wang, W.-C. et al., 2000; Gong and Wang, 2000).  The ReCM uses 23 vertical 

levels, from the surface to 10 hPa, and a horizontal grid spacing of 60 km.  The model 

domain is ~80° to 130°E, 15° to 45°N, with the Tibetan Plateau at the western lateral 

boundary (Figure 3.13).  While regional model skill can be somewhat sensitive to the 

choice of lateral boundaries (Leung et al., 1999; Wang, W.-C. et al., 2000), these 

boundaries were chosen for this study somewhat arbitrarily: to maximize coverage in 

areas for which paleoclimate data are available and to minimize the size of the domain, 

thus reducing the total computational expense. 

Both modern and paleoclimate simulations were run with the ReCM and CSM1.4 

provided the lateral boundary conditions, or driving field, in every case.  First, a four year 

modern run was conducted over a period with no major volcanic eruptions (from 1986 – 

1989 AD), to validate this regional modeling scheme with respect to observations and 

confirm the extent to which the surface climatology simulated by the RCM represents a 

noticeable improvement over regional biases observed in the global model.  
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Subsequently, two paleoclimate simulations were conducted for the period 1808 – 1819 

AD to study the simulated regional climate response to the 1809 eruption and the famous 

1815 Tambora eruption.  The first RCM paleoclimate simulation was conducted with the 

same natural (pre- industrial) external forcing that was used to drive the forced 

Millennium experiment and the second simulation was run under identical conditions, but 

without volcanic forcing.  The second run is treated as a control simulation and is used to 

effectively isolate the volcanic signal relative to other forcings (e.g., solar) as well as 

internal regional-scale climate variability.  However, as noted in the introduction, the 

paleoclimate simulations remain incomplete at the time of this writing and so results from 

those simulations are not included in this dissertation. 

 

3.5. Caveats, uncertainties and experimental design limitations  

This section details a few important caveats and uncertainties associated with the 

data and methods used in this study.  While the following discussion may run the risk of 

undercutting certain conclusions presented in forthcoming analyses, it is important for the 

reader to be aware of these primary limitations because related issues frequently come up 

in discussions when results are interpreted.  Furthermore, it is noted that several of the 

studies cited in this section are very useful general references. 

The paleoclimate analyses conducted for this study, comparing coupled model 

simulations with pre-instrumental reconstructions, contain several fundamental sources of 

uncertainty.  With regard to the study of paleoclimate reconstructions based on historical 

records and documents, there is obviously an inherent subjectivity to any qualitative 

written account or artist’s rendering of past environmental conditions (Jones et al., 1998; 
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Bradley, 1999; Jones and Mann, 2004).  Furthermore, even quantitative assessments of 

the geologic record contain errors due to uncertainties associated with precise dating, 

record interpretation and validation, as the many environmental conditions influencing 

characteristics of a given proxy may change through time (Bradley, 1999). 

With any paleoclimate dynamical modeling simulations, significant sources of 

uncertainties come from the precise timing and magnitude of past changes in radiative 

forcing from solar irradiance and volcanic activity, in particular (Crowley, 2000; Waple 

et al., 2002; Hansen et al., 2002), both of which played significant roles in regional-scale 

climate variability, albeit on slightly different time-scales (Shindell et al., 2003).  By 

comparing various published estimates of stratospheric aerosol loading from historical 

eruptions, Hansen et al. (2002) subjectively estimated uncertainties in the magnitude of 

aerosol forcing to be 15% for Pinatubo, 25% for El Chichon, 30% for Agung and 50% for 

other explosive eruptions from 1880 to 1915.  This puts a lower bound of 50% 

uncertainty on the estimated magnitude of stratospheric aerosol forcing from pre-

instrumental eruptions.  Note that despite compelling indirect evidence – in the form of 

local and globally averaged temperature measurements (Chenoweth, 2001) – inferring a 

spring 1808 timing for the so-called “1809 eruption,” the present study awaits further 

support for those findings and thus relies on the Ammann et al. (2006) dataset, which 

assigns a January, 1809, date for this event. 

Also, quantifying the magnitude of low-frequency variability in solar irradiance is 

an unresolved scientific question.  Thus, this issue remains a particularly important 

research priority for the purpose of quantitatively attributing natural vs. anthropogenic 
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contributions to global warming during the past one and a half centuries (Ammann et al., 

2003; Stott et al., 2006). 

This study makes a point of carefully considering ENSO dynamics for three 

primary reasons.  First, ENSO is intricately coupled with the EAM system and, therefore, 

understanding hydroclimate variability in eastern China requires an understanding of 

their interrelationships (Liu and Wang, 2006).  Second, given the first point, any 

comprehensive effort to test regional-scale model validation with respect to the EAM 

system necessitates the consideration of model skill with respect to ENSO 

teleconnections.  Third, both modeling (Mann et al., 2005) and empirical studies (Adams 

et al., 2003) provide evidence for a physical relationship between volcanic forcing and 

the occurrence of El Niño events.  However, as Cane et al. (1997) and subsequent 

researchers (Waple et al., 2002; Mann et al., 2005) have noted, most modern AOGCMs 

are run at resolutions too coarse to adequately simulate the dynamics of the “ocean 

thermostat” feedback mechanism, which is hypothesized to be responsible for inducing 

an El Niño response to SAOD forcing (Mann et al., 2005; see section 2.3.2.2.1).  As a 

result, this study is unlikely to substantially address this third point.  Nevertheless, as 

previous studies have shown (Robock and Mao., 1995; Kelly et al., 1996; Yang and 

Schlesinger., 2001), any empirical analysis of the observed regional-scale climatic 

response to volcanic forcing (Chapter 5) requires a thorough consideration of the ENSO 

factor. 

With regard to this study’s goal to make direct comparisons between coupled 

AOGCM output and regional-scale climate reconstructions, inherent differences between 

modeled vs. observed SSTs and land cover are inevitable.  In the case of SSTs, the 
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primary and most obvious problem stems from the fact that ocean conditions are 

prognostic in AOGCMs; thus their variability will be different for every realization given 

unique initial conditions.  This is a particularly confounding issue on the timescales of 

interest in this study because internal modes of interannual- to decadal-scale climate 

variability are known to be tightly coupled with modes of SST variability, particularly in 

the Pacific Ocean (Dai and Wigley, 2000).  Furthermore, any limitations in the spatial-

temporal representation of ENSO in the CSM (Meehl and Arblaster, 1998), however 

minor, would inevitably reflect on teleconnections with the monsoon climates and 

elsewhere (Liang et al., 2001).  These issues are at least partially addressed through the 

use of composite analyses, which average the climate response to multiple large tropical 

eruptions.  This procedure effectively increases the signal- to-noise ratio and thus 

increases the likelihood of deducing a “pure” volcanic signal that is unaffected by 

unrelated modes of climate variability. 

On longer time scales, significant deforestation and intensive land use have been 

an important part of China’s environmental history for at least 1,000 years (Fu, 2002; 

Elvin, 2004).  Thus, the exclusion of an explicit representation of land cover change in 

the models could significantly limit their ability to realistically simulate observed long-

term trends in paleoclimatic change over eastern China (Fu, 2002; Gao et al., 2003; 

Wang, H. et al., 2003; see section 2.1.1).  On the other hand, given the short time-scales 

of interest in the present study, this may not pose any serious problems, particularly since 

holding vegetation constant throughout all simulations provides a control on this 

boundary condition, thus eliminating it as a possible source for variability in the models. 
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Another possible limitation of the global model configuration used for this study 

is that the CCM3’s atmosphere has only 18 levels and a rigid lid at ~45 km altitude, 

which means that nothing above the stratosphere is resolved.  Yet, as noted in Chapter 2, 

Stenchikov et al. (2004) showed that an atmospheric model with a high resolution 

stratosphere and mesosphere – with 40 atmospheric levels and a lid at roughly 80 km 

height – produces a more realistic spatial-temporal climatic response to volcanic forcing.  

On the other hand, it is noted that the Stenchikov et al. (2004) simulations were 

conducted with an atmosphere-only model (with prescribed SSTs) and that getting the 

correct phase of the QBO proved to be important for realizing the benefits of their high 

resolution upper atmosphere.  Meanwhile, the actual phase of the QBO and the actual 

pattern of SST anomalies throughout the Pacific Basin at the time of pre- instrumental 

eruptions (e.g., Tambora in 1815) are unknown or poorly constrained boundary 

conditions.  Thus, the fact that this study uses a coupled model with an atmosphere that 

does not resolve a mesosphere is not necessarily a drawback in terms of the overall 

experiment design, given the limitations of the existing paleoclimate record. 

Regarding regional climate models, it is logical that models with higher spatial 

resolutions would be automatically more skillful in terms representing local-scale 

climatic effects in areas with complex topography, coastlines, and/or variable land cover.   

However, similar to global models, results from RCM simulations are highly sensitive to 

the physical parameterizations that are used to represent clouds, radiative transfer, and 

surface processes (Leung et al., 1999; section 2.1.2.2.).  Additionally, depending on the 

complexity of the regional environs, RCM skill can also be significantly impacted by 

errors in the lateral boundary conditions that drive the model.  This may be particularly 
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true for eastern China, where the Tibetan Plateau is somewhat unavoidably placed at the 

regional model’s lateral boundary.  Unfortunately, differences between the 

representations of surface topography in the RCM vs. the GCM can produce spurious 

weather features inside the regional model domain (Leung et al., 1999).  As a result of 

these and other unresolved problems with physical parameterizations and lateral 

boundary condition errors, downscaling AOGCM output using a dynamical RCM is far 

from a panacea for the lack of regional-scale skill in relatively course global models. 

Ideally, this regional modeling study would be conducted using several different 

global models, each run with a number of ensemble members.  Several studies have 

shown that the use of multiple ensemble members effectively increases the volcanic-

climate signal-to-noise ratio, particularly when regional effects are considered 

(Stenchikov et al., 2002; Shindell et al., 2003; Shindell et al., 2004; Stenchikov et al., 

2006).  Furthermore, since hydroclimate in East Asia is notoriously variable (Fu et al., 

2005) ensemble simulations would have been particularly desirable for this study.  

Additionally, RCM intercomparison analyses have shown that regional-scale noise can be 

further reduced through the use of multiple AOGCMs providing a range of boundary 

conditions in a given region (Déqué et al., 2005).  More specifically, results from the 

European PRUDENCE project illustrated that relatively minor differences were observed 

when comparing simulations from a several different RCMs that were driven by identical 

boundary conditions from a single global AOGCM.  On the other hand, the biggest 

differences between RCM simulations occurred when multiple AOGCMs were used to 

provide boundary conditions for a single regional model (Déqué et al., 2005). 
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Table 3.2 Seasonally averaged adjusted MAT anomalies (Chenoweth, 2000) from 
individual observations within all four grid cells in the South China Sea region (0 – 
20°N), expressed relative to average seasonal MAT anomalies during the period from 
1820 - 1825.  See text for more details.  The total number of measurements associated 
with each individual seasonal mean is listed in the columns on the right.   

 Adjusted MAT anomalies (°C) Total number of measurements 
Y

E
A

R
 

D
JF

 

M
A

M
 

JJ
A

 

S
O

N
 

D
JF

 

M
A

M
 

JJ
A

 

S
O

N
 

1808  -1.71 -0.55 -0.14 0 43 11 41 
1809  -1.38 -1.32 -0.87 0 25 21 54 
1810  -2.12  -0.07 0 32 0 81 

1811 0.56 0.26 0.76 -0.11 13 46 13 21 
1812 -1.63 -0.25 -1.14 -0.33 7 31 21 21 
1813 -0.97  -0.23 -0.60 24 0 50 61 
1814  -0.26 -0.75 -0.65 0 63 27 34 
1815 -0.38  -0.70 -0.92 27 0 70 119 

1816 -2.32 -0.74 -1.14 -1.71 65 60 81 98 
1817 -1.03 -1.73 -0.45 -0.88 46 24 83 72 
1818 0.49 -0.51 -0.45 -0.63 29 22 55 34 
1819 -0.85 0.32 -1.41 -1.16 33 12 23 59 
1820 0.62  -0.57 -0.90 39 0 43 63 

1821 -0.40 1.11 -0.34 0.08 35 38 22 56 
1822 0.53 0.28 -0.17 -0.55 10 32 80 48 
1823 -0.61  0.33 0.04 31 0 35 40 
1824 0.10   0.41 52 0 0 87 
1825 0.00  0.28 -0.25 34 0 12 32 

1826 -1.81 0.57  -0.81 7 14 0 24 
1827 -0.92 -1.38 -0.86 -0.80 8 13 14 14 
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Figure 3.1.  Time-series illustrating interannual variability in the observed standardized 
winter-averaged Arctic Oscillation (AO) (top, Dec. – Feb.), Pacific Decadal Oscillation 
(PDO) (middle, Nov. – Mar.), and Southern Oscillation Index (SOI) (bottom, Dec. – 
Feb.) from 1900 to 2000 AD.  For reference, the timing of the Santa Maria (1902), Agung 
(1963), El Chichón (1982) and Pinatubo (1992) eruptions is marked by red vertical bars 
in the bottom panel. 
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Figure 3.2.  Regression map of the AO index on 1000 hPa geopotential height anomalies 
(units = m) north of 20°N (1979 – 2000).  Image created by the Climate Prediction 
Center: http://www.cpc.noaa.gov . 
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Figure 3.3.  The seasonally averaged PDO indices correlated with respect to observed 
(NOAA-ER) SST anomalies (1900 – 2003).  Rows represent the seasons, from top to 
bottom respectively: DJF, MAM, JJA, and SON.   
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Figure 3.4.  Similar to Figure 3.3, except that seasonally averaged SSTs are correlated 
with respect to seasonably averaged SOI values.  The white boxes delineate the NINO 3.4 
region (5°N–5°S, 170°–120°W). 
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Figure 3.5.  Circles show the locations for which DI data are available from the Central 
Meteorological Bureau (1981).  In percentage units, the diameter of each circle 
corresponds to the completeness of the record from 1470 – 1979 AD.  Bold dashed lines 
delineate regions defined by Wang (1988) as the (A) lower Yellow River, (B) lower 
Yangtze River and, (C) south China.  Data from locations within A, B and C were used to 
develop the Wang (1988) Indices, from 950 – 1999 AD (Qian et al., 2003a). 
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Figure 3.6.  Scatter plots illustrate interannual correlations between March – August CRU 
precipitation (y-axis) and annual DI values (x-axis, 1902 – 1979 AD) averaged across 
three regions in eastern China (105 - 122°E), from top to bottom: northeastern China 
(NEC) (21 - 27°N), Yangtze River Valley (YRV) (27 - 35°N), and southeastern China 
(SEC) (35 - 44°N).  See Section 4.1.2 and Figure 4.3 for objective regional definitions. 
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Figure 3.7.  Time series of individual PDO index reconstructions, standardized and 
plotted during the period from 1750 to 1850 AD.  The bottom line is an average of all 
indices shown here.  Note that in some cases, general agreement between time series 
results from reconstructions that are based on identical paleoclimate data.  Adapted from 
Shen et al. (2006). 
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Figure 3.8.  Histogram plot counts the total number of months within each grid 
containing at least one MAT measurement during the period from 1807 – 1827 
(Chenoweth, 2000).  Data were available from four grids within the South China Sea (see 
inset key), each spanning the full width of the basin. 
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Figure 3.9.  Tibetan Plateau regional reference map for snowcover analyses showing the 
locations of relevant climate observation stations and gridded NOAA satellite data.  
Records from sites marked by red circles were used for the purpose of validating the 
Dunde Ice Cap An record (Davis et al., 2005).  Reference numbers correspond to stations 
in the Chinese instrumental climatic database.  The Plateau itself is roughly outlined by 
the 3000 m contour line.  Also, elevations at select climate stations as well as the Dunde 
Ice cap are included in parentheses (in meters above sea level).  X- and y-axes 
respectively correspond to degrees longitude (east) and latitude (north). 
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Figure 3.10. Record validation for the Dunde An record (shown here in standardized 
units) during the period of overlap with available observations.  Comparisons between An 
and PC1-snow (the first principal component of snow cover observations from three 
stations on the eastern edge of the Tibetan plateau) are made during two 17-year eras: 
from 1954 – 1970 and 1970 – 1986 (separated by vertical dashed lines), and also over the 
entire period of overlapping record, from 1954 – 1986.  Standardized average NOAA 
satellite data for snowcover are also compared with An from 1972 – 1986.  Correlation r-
values with respect to An during these different eras are shown as well (all are significant 
at the 95% level).  
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Figure 3.11.  Average annual a) net accumulation (An) from two ice cores (water 
equivalent, expressed in cm units) and b) d18O from a single core collected from the 
Dunde Ice Cap.  Time series shown here represent raw data (dashed) (Davis et al., 2005) 
and Lanczos filtered data with the long-term linear trend removed and low-frequency 
variations with periods greater than 15 years also removed (solid). 
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Figure 3.12.  Hovmoller diagram of historical optical depth forcing at monthly temporal 
resolution (x-axis = years AD) and 3.71° spatial resolution (y-axis = degrees latitude) in 
the meridional dimension only (Ammann et al., 2006).  Data shown here were used as 
volcanic forcing for both CSM1.4 and ReCM simulations.  The same data were also used 
to identify significant tropical (24°N – 24°S) volcanic eruptions for composite analyses 
(see section 5.2.1). 
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Figure 3.13.  The entire region shown here represents the model domain for the SUNYA 
ReCM used in this study.  The region between the outer margin of the plot and the inner 
box is the buffer-zone, where boundary conditions from the global model are relaxed.  
Model land surface elevation is illustrated by contour lines at 200m intervals, except over 
2,000m (shaded regions), where contour intervals are 500m. 
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CHAPTER 4 

DIAGNOSTICS AND ANALYSIS FRAMEWORK 

As noted in the introduction, the primary objectives of this dissertation can be 

roughly separated into three main parts: 1) to identify the impact of major volcanic 

eruptions on hydroclimate in eastern China and explore possible dynamic mechanisms 

for this regiona l response, 2) to assess regional biases in the global and regional models 

and, 3) to compare the observed and modeled climatic response to major volcanic 

eruptions as a means to better understanding the hypotheses put forth in part one.   

Achieving this study’s objectives are predicated on a basic understanding of East 

Asian monsoon (EAM) climate through the available datasets that provide insight into 

this dynamic system.  Furthermore, before climate models can provide any practical use, 

their simulations must first be compared with independent climate observations, to 

understand the strengths and weaknesses of each model.  Thus, Chapter 4 provides a 

framework for subsequent observational and model-based analyses of the EAM system.      

 

4.1. The context for climate in eastern China 

 This section is intended to more intimately familiarize the reader with the 

boundary conditions and geographical context for climate in eastern China.  As general 

references, Figures 4.1 and 4.2 display several surface and upper-air variables, seasonally 

averaged and plotted over the greater East Asian region.  Collectively, these plots 

illustrate most of the diagnostic variables that previous studies have shown to be 

important controls on surface hydroclimate change and variability in eastern China. 
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Noteworthy features in Figure 4.1 include the Tibetan plateau, which is much 

colder and generally drier than surrounding regions throughout the year.  Also, note the 

Siberian high, which dominates the sea level pressure (SLP) field (Figure 4.1b) over the 

Asian continent throughout the winter season.  Contrast this with summer SLP 

conditions, when a heat low presides over most of eastern Asia.  These pressure fields 

are, of course, closely associated with the winter and summer monsoons.  Precipitation 

plots (Figure 4.1c) illustrate that the majority of annual rainfall across Asia occurs in 

summer in the vicinity of these surface pressure lows.  Average SSTs over the Pacific and 

Indian Oceans are shown in Figure 4.1d.  Here, the West Pacific warm pool is a 

prominent feature, along with the relatively steep west-east temperature gradient between 

the warm pool and the cold tongue in the eastern equatorial Pacific.  The influence of the 

Kuroshio western boundary current on regional mean SSTs is also apparent to the east of 

Taiwan and south of Japan.   

At upper- levels, Figure 4.2a shows 500 hPa GPHs, illustrating a couple of notable 

features.  First, a pressure trough is apparent during all seasons along the East Asian 

continental boundary.  Also, the tight north-south mid-tropospheric pressure gradient in 

the vicinity of the trough is particularly striking during non-summer seasons.  During 

summer, this meridional gradient is weakened and relatively weak upper- level westerlies 

prevail, while the West Pacific subtropical high (WPSH) pressure system becomes well 

defined to the southeast of China.  The WPSH is a critical feature and is highlighted in 

the JJA panel only with an extra (bold) contour line at 5870 m.  The prominent westerly 

jet is very clear in 200 hPa zonal-wind fields throughout the year, with easterlies 

prevailing in the south (Figure 4.2b).  The 850 hPa wind vectors show a few prominent 
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lower- level jets and represent a critical index for the majority of atmospheric moisture 

transport (Figure 4.2c).  For example, the summer panel shows a prominent westerly jet 

over India and the Indochina peninsula, plus the southwesterly flow of air into eastern 

China from the Bay of Bengal and, most importantly, the SCS.  The northward 

redirection of the low-level westerly jet in the vicinity of the SCS is associated with the 

development of the aforementioned WPSH, as clockwise motion around the latter feature 

facilitates the advection of moisture into eastern China during the summer monsoon 

season. 

Vertical velocity, at 500 hPa, is also shown to illustrate the general regions of 

ascending and descending air, contrasting the seasonal prevalence of convection vs. 

subsiding air masses and regional manifestations of Hadley circulation (Figure 4.2d).  For 

example, during winter and spring tropical convection along the inter-tropical 

convergence zone (ITCZ; near the equator) is offset by subsiding air in the subtropics 

(~20°N) illustrating well the Hadley circulation cell (also notice the close correspondence 

between spatial patterns of vertical velocity and precipitation in lower latitude regions).  

However, the Asian monsoons clearly disrupt this classical conceptual model of Hadley 

circulation during the summer season, when extensive convection predominates for 

months over subtropical and extratropical land areas.  

 

4.1.1. Precipitation dataset intercomparison 

 To validate observational data and consider long-term secular trends in regional 

hydroclimate, Figure 4.3 plots 12-panels of regionally averaged (unstandardized) 

precipitation in NEC, YRV, and SEC during all seasons [December - February (DJF), 
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March – May (MAM), June – August (JJA), September – November (SON)] from 1960 

to 2001.  As described in the figure caption, data from 4 different commonly used sources 

are displayed: GHCN, CRU, CMAP, and GPCP.  For the most part there is good 

agreement between these various datasets when gridded and station data are averaged 

over broad regions.  Yet, there are some notable exceptions, particularly in summer 

(JJA).   

In the north, there is a fairly consistent dry bias to the CRU data, relative to 

GHCN, however these datasets are nearly identical in terms of variability, which is of 

primary interest to the present study.  In the central eastern China region, there is very 

good agreement between all datasets prior to 1993, when the CRU (blue) time series 

diverges significantly from the CMAP and GPCP – satellite-based – time series.  Still, all 

datasets consistently indicate a positive trend in YRV precipitation between the late 

1970s and 2001, in agreement with the published literature (Gong and Ho, 2002; Wu et 

al., 2006).  In the south, there is an apparent dry bias in the GHCN time series, relative to 

the other three datasets, however, again, interannual variability is quite comparable with 

respect all data sources. 

  

4.1.2. Sub-regional precipitation definitions  

To identify regions in eastern China (20° – 45°N, 105° - 123°E) with spatially 

coherent modes of summer (JJA) precipitation variability, principal component analyses 

(PCA) were applied separately to the correlation matrices of CMAP (1979 – 2001 AD) 

and GHCN station data (1961 – 1990 AD).  Spatial loading patterns of the first PC of 

CMAP and GHCN precipitation – respectively explaining 22% and 16% of overall 
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regional variance – reveals three distinct zonal regions of covariability (Figure 4.4).  

These results are consistent with previous work in this region, where interannual 

precipitation patterns across eastern China are commonly partitioned zonally (e.g., Samel 

et al., 1999; Chang et al., 2000a,b; Liang et al., 2002).  These results are also apparently 

insensitive to the period of analysis and even the time-scale of variability, as similar 

results have been found when examining regional interannual variations in flood-drought 

records over the past millennium (Zhu and Wang, 2001; Zhu and Wang, 2002; Qian et 

al., 2003). 

Having objectively identified three regions with relatively coherent patterns of 

covariability, indices for regional rainfall are created by averaging standardized mean JJA 

precipitation from all grid-points (or stations) within each of the boxed regions (Figure 

4.4).  Thus, there is equal weight given to each grid-point, regardless of average summer 

precipitation at that location.  These three indices of observed precipitation will hereafter 

be referred to, from north to south respectively, as northeast China (NECo), Yangtze 

River Valley (YRVo) and southeast China (SECo).  Time series of precipitation in each 

of these regions are useful for exploring their statistical relationships with both local and 

remote SSTs and atmospheric circulation patterns, to reach a better understanding of 

what synoptic- to global-scale processes control interannual hydroclimatic variability in 

eastern China. 

 

4.1.3. “Wet minus dry” maps 

Previous studies have noted that warm season hydroclimate variability in E. China 

is strongly influenced by the lower- level tropical westerly jet, the West Pacific 
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subtropical high (WPSH) and the upper- level subtropical westerly jet (Wang et al., 2000; 

Chang et al., 2000a).  Each of these atmospheric boundary conditions can be represented 

by 850 hPa winds (Figure 4.2c), 500 hPa GPHs (Figure 4.2a) and 200 hPa zonal winds 

(Figure 4.2b), respectively.  As a way of demonstrating the relative hydroclimatic 

importance of each of these diagnostic variables, wind and GPH anomalies are computed 

by subtracting the average values during dry years from average values during wet years.  

Composite plots produced through this analysis are called “wet-minus-dry” maps (Chang 

et al., 2000a). 

Wet-minus-dry maps are created based on the standardized regionally averaged 

time series of CMAP precipitation described in the previous section (NECo, YRVo and 

SECo; Figure 4.4).  First, each of these time series are ranked to identify the wettest (top 

25th percentile) and the driest (bottom 25th percentile) summers during the period from 

1979 -2001 AD.  Then, wet-minus-dry maps are generated for standardized values of 

precipitation and three key diagnostic variables by plotting the differences between each 

of these fields during the corresponding wettest and driest summers.  Note that the same 

analysis was conducted using GHCN station data (from 1960 – 1990), yielding similar 

results, particularly over the YRV (not shown).  Also, a somewhat complementary 

analysis is conducted below (section 4.3.1) where regionally averaged time series based 

on GHCN data are correlated with respect to global-scale 500 hPa gph.  It should be 

noted that the satellite data were selected for this particular analysis so that wet-minus-

dry precipitation patterns could be plotted over land and ocean regions, which is more 

directly comparable with model output (Chapter 6). 
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Results from wet-minus-dry map analyses are shown in Figures 4.5 – 4.7, 

including differences between standardized precipitation, 500 hPa GPH contours (with 

differences greater than one standard deviation shaded in grey), 200 hPa zonal winds, and 

850 hPa wind vectors.  In Figure 4.5, wet vs. dry summers in SEC are shown to be 

generally associated with drier conditions over central China, a diminished WPSH at 500 

hPa, a weakened subtropical westerly jet at 200 hPa and weakened southerly lower- level 

winds, at 850 hPa.  Also, at 500 hPa, a significant positive pressure anomaly is centered 

over Lake Baikal and the Okhotsk High is notably weakened (Figure 4.5b).   

Figure 4.6, on the other hand, shows that wet vs. dry summers in the YRV region 

occur under conditions nearly opposite to those reflected by Figure 4.5.  For instance, wet 

summers in the YRV occur when the subtropical jet is significantly enhanced at ~35°N, 

the WPSH is significantly stronger – particularly at 20°N and 120°E – and shifted west, 

while the associated 850 hPa southerly jet is enhanced, delivering moisture from the SCS 

to central eastern China.  The Okhostk High is also strengthened, which has been noted to 

sharpen the Mei-Yu front temperature gradient (Samel et al., 1999) and stall the typical 

northward progression of the eastern China summer rainband, causing prolonged rainfall 

and flooding in the YRV (Wang, Y. et al., 2003). 

In comparison with SEC and YRV, precipitation variability over northeastern 

China does not always appear to be driven by a consistent pattern; wet-minus-dry 500 

hPa GPH differences barely exceed one standard deviation (Figure 4.7b).  Still, consistent 

with results from Samel et al. (1999), a northwestward expansion of the WPSH at 500 

hPa and slightly increased southerly 850 hPa winds in the vicinity of eastern China are 

apparently associated with greater precipitation in the north (Figure 4.7c). 
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4.2. Regional-scale monsoon indices 

This section introduces a set of regional-scale monsoon indices, describes how 

they are defined and discusses their significance with respect to surface climate 

variability in eastern China.  While several of these climate indices were originally 

derived for the purpose of studying the summer monsoon only, here the indices are 

defined for all months of the year to provide a basis for also considering the seasonal 

cycle of synoptic-scale atmospheric circulation.  These indices have three primary uses in 

the context of this study.  First, indices derived from observations are compared with 

those derived from CSM output as a way of testing global model skill with respect to the 

intraseasonal evolution of key components of EAM system (Chapter 6).  Second, 

assessing model skill on this spatial scale, with regard to these particular variables, is 

considered particularly useful for assessing how well the CSM may provide realistic 

boundary conditions for the subsequent RCM simulations.  Finally, and perhaps most 

importantly for the overall purpose of this study, these indices provide a simple and 

objective set of tools for exploring possible mechanisms for a dynamic synoptic-scale 

climatic response to tropical volcanic eruptions during all months of the year (Chapters 5 

and 6). 

Unless otherwise noted, each of the indices discussed in this section were derived 

from NCEP reanalysis data.  For the sake of clarity, Table 4.1 provides a summary of the 

index calculation methodologies, while Figures 4.8 and 4.9 delineate the regions within 

which data were used to derive the indices.  As a way of visually illustrating the regional 

climatic significance of each monsoon index, seasonal mean (DJF and JJA) time series 

plots are provided along with their spatial correlation patterns with respect to CRU 



115 

precipitation and temperature throughout eastern Asia (Figures 4.10 – 4.15).  Note that 

DJF precipitation correlation patterns in northern China are relatively less meaningful, 

since very little precipitation falls in the north during winter.  Also, Figure 4.16 shows 

monthly climatologies for each of the indices over the average annual cycle (1961 – 

1990). 

Interrelationships between the regional indices r(x,y) are also shown during the 

winter (DJF) and summer (JJA) seasons.  Table 4.2 displays the JJA correlation values 

for the period from 1948 – 2002, while the stationarity of these interrelationships are 

assessed by conducting the same correlation analyses separately from 1948 to 1976 

(Table 4.3) and from 1977 to 2002 (Table 4.4).  Similarly, Table 4.5 presents DJF 

correlation values for the period from 1948 – 2002.  For reference, these tables also 

include global-scale climate indices (e.g., AO, SOI & PDO), in addition to indices for 

regionally averaged rainfall in eastern China (NECo, YRVo, SECo).  Thus, these tables 

provide a useful reference for gauging the statistical significance of spatial correlation 

patterns between regional precipitation and the various indices (Figures 4.10 – 4.15).  To 

highlight interrelationships on interannual time-scales, note that long-term linear trends 

were first removed from each time series before calculating the correlation values 

displayed in these tables.   

 

4.2.1. The West Pacific subtropical high zonal index 

 One of the most commonly referenced monsoon components is the West Pacific 

subtropical high (WPSH), which previous studies have indexed according to its overall 

intensity as well as its zonal and meridional displacement (Huang and Wang, 1985; Riyu, 
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2002; Wang et al., 2002; Wang, Y. et al., 2003).  As noted in the previous section, 

interannual variability in the strength of the WPSH is closely linked to the strength of 

northward moisture transport from the SCS and, thus, to variations in precipitation 

throughout eastern China.  Following the recommendations of Riyu (2002), the index 

used for this study captures the zonal (east to west) displacement of the WPSH and will 

hereafter be referred to as “WPSHz.”  The WPSHz is computed by averaging monthly 

GPHs at 850 hPa in the region 110° – 150°E, 10° – 30°N (Figure 4.10).  More positive 

index values reflect higher pressure levels at 850 hPa and as well as a westward 

displacement of the WPSH in this region. 

While some previous studies have derived WPSH indices from GPHs at 500 hPa, 

Riyu (2002) demonstrates that 850 hPa is a well suited atmospheric level at which to 

characterize this feature for several reasons.  For example, at 850 hPa, the WPSH is more 

intense and stable, as well as being more directly associated with the low-level jet that 

transports large amounts of water vapor into the region.  Also, Riyu (2002) found that 

WPSH indices from 850 hPa correlate more strongly with precipitation in E. China than 

do indices from other levels in the atmosphere.  As a simple quality check, the Wang et 

al. (2002) WPSH intensity index was also computed (at 500 hPa) and was found to 

correlate significantly with the WPSHz index used here (not shown).  Spatial correlation 

patterns between the WPSHz index and JJA precipitation (Figure 4.10) confirm results 

from wet-minus-dry map analyses, where precipitation over the YRV varies in phase – 

while precipitation in SEC, to a lesser degree, varies out of phase – with the WPSHz.   

Summer precipitation over the YRV has been increasing for several decades (Li et 

al., 2004; Yang and Lau, 2004; Wu et al., 2006) and Figure 4.10 shows that the JJA 
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WPSHz index shows a concurrent and, perhaps, related upward trend (Gong and Ho, 

2002).  Upward trends in regional SSTs in the West Pacific warm pool and the Indian 

Ocean appear to also be related (Yang and Lau, 2004).  Furthermore, correlation analyses 

(Table 4.2 – 4.4) confirm results from Gong and Ho (2002), that positive WPSHz 

anomalies in summer typically occur following negative SOI anomalies (El Niño 

conditions) during the previous winter (“SOI- DJF”), with no apparent relationship at 

zero-lag in summer.  Also, during NH winter, a strong zero- lag teleconnection exists 

between these two variables (Table 4.5).  However, as illustrated to some degree by 

correlation values in Tables 4.3 and 4.4 and discussed in Chapter 2 – as well as later in 

this chapter – ENSO-Asian monsoon teleconnections and are not entirely stationary 

through time and appear to have changed in conjunction with the North Pacific climate 

regime shift in the late 1970s (Trenberth and Hurrell, 1994; Trenberth and Caron, 2000).  

Additionally, the upward trend in the summer WPSHz index is apparently not linear; 

rather, most of the WPSH increase seems to have occurred step-wise in the late 1970s 

(Figure 4.10), coincidentally with the Pacific climate regime shift (Trenberth and Caron, 

2000). 

  

4.2.2. The Okhotsk high index 

Compared to the WPSH, the Okhotsk high is a relatively impermanent blocking 

anti-cyclone, so-named for its frequent occurrence in summer over the Okhotsk Sea, 

adjacent to the northwest Pacific Ocean.  Several previous studies have noted its 

importance to hydroclimate in eastern China (Samel et al., 1999; Wang, Y. et al., 2003); 

its statistical significance in relation to JJA rainfall is illustrated by SECo and YRVo wet-
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minus-dry maps (Figures 4.5 and 4.6).  Because of the relatively remote location of the 

Okhotsk high, its behavior is not considered to be a deterministic factor governing East 

Asian summer monsoon variability, but a strengthened Okhotsk high has been shown to 

contribute to summer flooding in the YRV (Samel and Liang, 2003).  Following the 

methods of Wang, Y. et al., (2003), the Okhotsk high index (OKHI) was computed by 

averaging monthly GPHs at 500 hPa in the region 135° – 145°E, 55° – 70°N (Figure 4.8).  

More positive index values reflect higher pressure levels at 500 hPa over the region 

northwest of the Okhotsk Sea. 

A clear long-term secular trend in the JJA OKHI is not apparent from Figure 4.11, 

however there does seem to be a rise in regional pressure levels through recent decades.  

The spatial patterns of correlations between the OKHI and regional summer precipitation 

indicates that YRV precipitation generally varies in phase – and SEC varies out of phase 

– with pressure levels over the Okhotsk Sea.  Also, note that the zonal structure to the 

correlation pattern in Figure 4.11 (center-right panel) is very similar to the pattern 

observed with respect to the WPSHz (Figure 4.10); not surprisingly, the JJA WPSHz 

index and the OKHI are significantly correlated from 1948 – 2002 (Table 4.2; r-value = 

0.36; p-value =  0.01). 

 

4.2.3. The western North Pacific monsoon index 

The western North Pacific monsoon index (WNPMI) characterizes the dominant 

mode of lower- level wind anomalies over the East Asian monsoon domain (Wang et al. 

2001; Wu and Wang, 2002).  The WNPMI has been used by other studies to characterize 

the intraseasonal monsoon cycle as well as the strength of the winter monsoon (Wang et 
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al., 2004; Zhu et al., 2005; Wu and Chan, 2005).  The WNPMI is computed by 

subtracting 850 hPa zonal wind anomalies in the region 110° – 140 °E, 20° – 30 °N from 

the same variable in the region 100° – 130°E, 5° – 15 °N (Wang et al., 2001; Figure 4.8).  

Keeping in mind that westerly winds are positive, the sign of this index reverses from 

winter to summer (Figure 4.16), largely reflecting a late spring reversal of the lower- level 

jet over the SCS and Indochina peninsula.  Thus, more positive index values correspond 

with a relative strengthening of this westerly jet over the SCS and a weakening of 850 

hPa winds in the vicinity of Taiwan.  

The significance of 850 hPa winds, in terms of controlling summer precipitation 

in eastern China, is discussed above and is apparent from the wet-minus-dry maps 

(Figures 4.5, 4.6, and 4.7).  For example, the YRVo wet-minus-dry maps show that 850 

hPa winds in the WNPMI regions (Figure 4.8) are intimately tied to the relative strength 

of the WPSH, where positive GPH anomalies centered over Taiwan are accompanied by 

a clockwise pattern of lower- level wind anomalies around the western edge of the 

subtropical high (Figure 4.6) and visa versa (Figure 4.7).  Hence, it is not surprising that 

the summer WNPMI and WPSHz indices are inversely correlated with high statistical 

significance, particularly from 1977 – 2002 (Table 4.2 and 4.4).  In summary, the JJA 

precipitation correlation plot (Figure 4.12) shows that a stronger low-level westerly jet 

over the SCS and a weaker jet to the north (more positive WNPMI value) is related to a 

weakening of northward moisture transport over eastern China and resulting drier 

conditions in the YRV and NEC regions. 
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4.2.4. The summer monsoon index 

The summer monsoon index (SMI) quantifies the east-west surface pressure 

gradient between the East Asian continent and the western North Pacific Ocean and, thus, 

provides another measure of the winter and summer monsoons (Wu and Chan, 2005).  

The SMI is also routinely employed by the National Climatic Center (NCC) of China as a 

metric for the strength of the summer monsoon (Wu and Chan, 2005).  The SMI is 

computed monthly by subtracting average SLP in the region 160°E, 20° – 50°N from 

average SLP in the region 110°E, 20° – 50°N (Figure 4.8).  Both NCEP reanalysis and 

Trenberth and Paolino (1980) SLP datasets were used to derive the index.  Concerns 

regarding the quality of SLP data in the NCEP reanalysis dataset have been raised in 

several previous studies (e.g., Trenberth and Caron, 2000; Smith et al., 2001; Wu and 

Chan, 2005).  Time series plots illustrating secular changes in both summer monsoon 

indices during DJF and JJA SMI, from 1948 – 2003 (Figure 4.13), suggests that 

reanalysis SLP data prior to 1966 may be particularly suspect, especially in summer 

months.  Thus, spatial correlation plots in Figure 4.13 are based on the SMI derived from 

SLP data by Trenberth and Paolino (1980).  It is noted, however, that similar correlation 

patterns are observed when the NCEP reanalysis-based SMI is used, especially when the 

analysis is limited to the period from 1966 – 2003.  Also, with the exception of apparent 

biases in the early decades of the NCEP reanalysis SLP data, there is very good 

agreement between the two JJA SMIs on interannual time scales. 

The SMI reverses sign from winter to summer (Figure 4.16), which is largely 

driven by the development of the semi-permanent Siberian High in winter, which 

dominates lower tropospheric pressure fields over the Asian continent throughout the 
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cold season (Zhang et al., 1997; Gong and Wang, 2003).  Also, sensible heating over the 

continent during warm-season months contributes to a surface pressure low over eastern 

Asia in JJA (Ding, 1994).  Thus, the SMI may be considered a thermodynamic index for 

the EAM system, as opposed to most other indices discussed in this section, which are 

more strictly reflective of dynamic EAM characteristics (Wu and Chan, 2005).   

The significance of the SMI in terms of regional precipitation is illustrated by 

Figure 4.13, where positive SMI values are associated with increased JJA precipitation 

over the YRV, decreased precipitation in NEC and visa versa.  Thus, positive SLP 

anomalies over the northwestern Pacific and relatively negative SLPs over the continent 

(positive SMI values), in summer, creates an east-west pressure gradient in the lower 

troposphere that is conducive to the northward advection of tropical moisture from the 

SCS into eastern China, creating a stronger Mei-Yu front over the YRV (Lim et al., 

2002).  On the other hand, precipitation in NEC generally peaks in late July (Figure 2.2) 

when the Mei-Yu front shifts northward.  Under these circumstances, negative SLP 

anomalies to the south and west are conducive to lower- level easterly water vapor 

advection from the East China Sea and West Pacific Ocean (Lim et al., 2002).  

It is also noteworthy that winter temperatures and precipitation throughout East 

Asia – particularly over the Korean Peninsula and Japan – are significantly inversely 

correlated with the SMI (Figure 4.13).  This most likely reflects the fact that cold-season 

anomalous high pressure over Siberia (more positive SMI) is associated with increased 

cold air surges advecting exceptionally cold and dry continental air from Siberia toward 

to coast (Ding, 1994; Zhang et al., 1997).  While the SMI generally displays weak or 

inconsistent correlations with respect to regional monsoon and rainfall indices during the 
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summer season (Tables 4.2 – 4.4), the SMI is very well correlated with several of these 

variables in winter (Table 4.5). 

 

4.2.5. The land sea-surface temperature difference index  

The land sea-surface temperature difference (LSTD) regional climate index 

measures the north-south and east-west thermal contrast between land over eastern China 

and the adjacent oceans.  To calculate the LSTD index, CRU temperature data were used 

over land areas, while NOAA-ER SST data were used over the oceans.  Following the 

formula in Table 4.1, TYRV and TSEC represent average monthly land temperatures over 

the YRV (east of 105°E, 27°–35°N) and SEC (east of 105°E, south of 27°N) regions, 

respectively.  Meanwhile, SSTSCS and SSTNWP represent average monthly SSTs over the 

SCS (105°–120°E, 5°–18°N) and northwest Pacific (120°–150°E, 15°–30°N) regions, 

respectively (Figure 4.9).  Much like the SMI, the LSTD has been used in the Chinese 

meteorologic literature as a thermodynamic monsoon index (Wu and Chan, 2005).  

Hence, it is hypothesized to be particularly useful for assessing the impacts of volcanic 

forcing on boundary cond itions in East Asia.   

Due to the presence of the West Pacific warm pool, average monthly SSTs are 

always greater than air temperatures over eastern China and, as a result, the long-term 

mean monthly LSTD index values are always negative (Figure 4.16).  Thus, more 

positive index values reflect a weaker thermal contrast associated with anomalously 

warm air temperatures over China and/or below normal regional SSTs.  This condition is 

consistently and strongly associated with below normal JJA precipitation over the YRV 

and – to a lesser degree – above normal precipitation in the north (Figure 4.14; Tables 4.2 
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– 4.4).  Conversely, when the thermal contrast is greater in JJA (warmer ocean; colder 

land) then it is generally much wetter over the YRV.   

However, before reaching the conclusion that YRV rainfall is, in fact, directly 

responsive to this land-sea thermal contrast it should be noted that JJA precipitation 

variability is consistently out-of-phase with over- land air temperatures during this season 

(Figures 4.10 – 4.15).  Based on this fact, it is logical to conclude that at least some of the 

variability in YRV precipitation that is explained by the LSTD index is a simple 

reflection of the fact that local cooling is generally caused by reduced sensible heating in 

the presence of abundant rain clouds, and visa versa.  So, the LSTD index was also 

calculated based on the SSTs alone – with the same weights favoring SSTNWP (Table 4.1) 

– and results indicate that at least half of the YRV-LSTD signal is attributable to 

variability in SSTs, with significant positive correlations (0.3 < r-values < 0.45) between 

regional SSTs and YRV precipitation (not shown). 

 

4.2.6. The East Asian and global jet strength indices 

A jet stream is a relatively fast moving, narrow air current located at the 

tropopause level that circles the globe horizontally while making some high amplitude 

meanders along the way.  Generally, the jet stream represents the existence of underlying 

enhanced baroclinicity (e.g., fronts) and potential energy available for cyclone formation.  

The strength and location of extratropical jets are directly related to upper- level 

divergence and confluence and have long been dynamically linked to surface 

cyclogenesis and anti-cyclogenesis (Koch et al., 2006).  Figure 4.17a plots the global 

distribution of JJA zonal winds at 200 hPa, illustrating the predominantly zonal structure 
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of the Northern Hemisphere subtropical jet between 30° and 50°N.  The same figure 

illustrates jet maxima centered over the eastern U.S., the northern Middle East and 

Western China, in addition to the well-known spiral- like structures (when viewed from a 

polar projection, not shown) that originate at lower latitudes over the Pacific and Atlantic 

Oceans then join the main stream over North America and Europe, respectively.   

With consideration of the global zonal structure of volcanic forcing (Chapter 5) 

and to complement earlier studies (Oort and Yienger, 1996; Liang and Wang, 1998), two 

new jet indices were developed to explore the impact of volcanic eruptions on the global 

extra-tropical jet and the East Asian manifestation of the subtropical jet.  The global 

subtropical westerly jet is exceptionally intense and well defined in the East Asia region, 

where it is associated with the WPSH and JJA precipitation throughout eastern China.  

Liang and Wang (1998) showed that when the regional jet at 200 hPa is displaced north 

of its climatological position precipitation increases in northern China; when it moves 

south, precipitation increases over southern regions.  The East Asian jet is a particularly 

important feature of the Mei-yu front over China and the closely related Baiu front over 

Japan (Ding, 1994; Wang, W.-C., et al, 2000), which is apparent from the regional 

coherence and zonal structure of precipitation and upper- level wind differences in YRV 

wet-minus-dry maps (Figures 4.6a and 4.6c, respectively). 

The East Asian jet strength index (EAJSI) measures average maximum zonal 

winds in the region 110° – 127.5 °E, 10° – 50°N (Figure 4.8).  The EAJSI is computed by 

first identifying the maximum monthly zonal wind value at each longitude within the 

index domain and then by averaging these values.  This approach allows for the strength 

of the regional subtropical jet to be calculated during each month of the year, as the jet 
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core migrates north-south over the course of the annual cycle.  The global jet strength 

index (GJSI) is computed similarly, based on an average of maximum zonal wind values 

at all global longitudes and from 20° – 60°N. 

Summer (JJA) averages of the two jet strength indices were correlated with 

respect to global fields of JJA 200 hPa zonal winds (1948 – 2003) and results are plotted 

spatially.  Thus, Figures 4.17b and 4.17c illustrate global teleconnection patterns related 

to interannual variability in each of these indices and similarities between the two plots 

suggest that the global index is generally representative of the strength of zonal winds in 

the vicinity of East Asia.  Furthermore, monthly correlations between the two jet strength 

indices (Figure 4.18) indicate that the GJSI explains roughly ~25 to 35% of interannual 

variability in the EAJSI during summer months and significant – though slightly lesser – 

amounts of variability during the remainder of the year. 

Figure 4.15 shows that the EAJSI is most strongly anti-correlated with summer 

rainfall in southern China, although the lower basin of the YRV is also apparently 

affected (as confirmed by Table 4.2).  This suggests that weaker westerlies at 200 hPa are 

generally more conducive to greater precipitation in south and central eastern China.  

Tables 4.2 – 4.4 also suggest hints of a positive correlation between the EAJSI and 

rainfall in NEC; however this relationship is generally not statistically significant or 

stationary.  The GSJI is not significantly correlated with most JJA monsoon indices or 

summer rainfall over eastern China; however, it does generally show year-round 

stationary and significant positive correlations with respect to the PDO.  As a final 

caveat, it should be noted that several of the interrelationships between the EAJSI, GJSI, 

and other indices are generally non-stationary (Tables 4.3 and 4.4), suggesting that 
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caution should be used before drawing broad-based conclusions based on these 

experimental indices.   

However, as a final and more positive note, these indices appear to be relatively 

more climatically important during the non-summer seasons.  For instance, the GJSI is 

strongly positively correlated with NH Hadley Cell indices (defined below) during DJF.  

Also, additional analyses of spring climate indicate that both jet strength indices are 

positively correlated with precipitation in SEC (r = 0.4 – 0.5) during this transition 

season.  Also in the spring, the EAJSI is significantly inversely correlated with 

precipitation throughout northern China and the Korean Peninsula (r = -0.4 to -0.5).  

Strong positive correlations also exist between the EAJSI and both NH Hadley Cell in the 

spring and fall seasons (though not in the winter and summer), which is generally 

consistent with results from Oort and Yienger (1996).  Taken together, these findings 

suggest that the Jet Strength indices may have particular relevance during transition 

seasons, perhaps influencing the timing of EAM onset and withdrawal. 

 

4.2.7. Regional monsoon climate discussion 

 Before proceeding directly to the analyses of the larger-scale climatic context for 

the EAM system, some additional discussion is warranted to summarize some important 

recurring themes that may carry over into subsequent sections and chapters.  Primarily, it 

is certainly noteworthy that many of the results presented above indicate that an out-of 

phase relationship exists between precipitation variability in the YRV and NEC.  This 

could be interpreted to mean that precipitation in one region occurs at the expense of 

precipitation in the other region.  Indeed, Yang and Lau (2004) demonstrated that 
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summers with excessive rainfall over the YRV are generally associated with dry 

conditions in the north.  They further noted recent decadal-scale trends of precipitation 

that are decreasing in the north and increasing in the YRV.  To explain these patterns, 

Yang and Lau (2004) show that persistent local convection over the YRV occurs when 1) 

there are above normal SSTs over the SCS, West Pacific warm pool and Indian Ocean, 2) 

below normal SSTs in the northwest Pacific, 3) abundant warm moist air advected from 

the south, and 4) cooler dry air drawn in from the north.  The convergence of these air 

masses creates instability and local convection at the Mei-Yu front, which, under the 

right conditions, can persist beyond the climatologic mean and cause flooding in the 

YRV.  Meanwhile, the NEC experiences a weakened monsoon, as the region is subjected 

to a prolonged period of northerly cool and dry continental winds. 

 

4.3. Global-scale modes of climate variability 

 Expanding on analyses from the previous section, this section explores East Asian 

climate in the larger context of large-scale modes of climate variability (e.g., ENSO) and 

global-scale teleconnection patterns.  As with the previous section, this portion of the 

analysis provides a basis for assessing dynamical mechanisms for a regional climatic 

response to volcanic forcing (Chapter 5), as well as helping to inform later assessments of 

AOGCM skill (Chapter 6). 

 

4.3.1. Global-scale teleconnections with the ocean and atmosphere  

 To generally illustrate the large-scale patterns of atmospheric pressure variability 

associated with summer (JJA) rainfall in eastern China, global 500 hPa GPHs are 
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spatially correlated with standardized time series of GHCN precipitation from NECo, 

YRVo and SECo (1960 – 1990; Figure 4.19).  These correlation patterns complement the 

wet-minus-dry maps of 500 hPa gph presented in section 4.1.3.   

Confirming results from earlier studies (Wu and Wang, 2002) and the wet-minus-

dry map in Figure 4.6b, the center panel of Figure 4.19 illustrates that precipitation 

variability in the YRV region occurs in phase with pressure heights throughout the 

tropics, particularly in the vicinity of the WPSH (highlighted by rectangle).  Meanwhile, 

global pressure patterns correlated with summer rainfall variability in NEC (top panel) 

are generally out of phase with those associated with rainfall in the YRV.  These findings 

are slightly different from results shown in the wet-minus-dry map in Figure 4.7b, but 

they confirm findings from earlier studies (Lim et al., 2002) indicating that local low 

pressures to the west coupled with a local high pressure cell to the east, over the Sea of 

Japan, allow for southeasterly moisture advection from the North Pacific Ocean into 

NEC.  With regard to JJA rainfall in SEC, 500 hPa gph correlation patterns (Figure 4.19, 

bottom panel) are mostly negative and somewhat similar to patterns associated with 

rainfall in NEC.  Consistent with results from most previous sections in this chapter, 

Figure 4.19 generally confirms that atmospheric circulation most conducive to summer 

rainfall in the YRV is commonly opposite of conditions linked to rainfall in the other two 

regions. 

Similar to Figure 4.19, SSTs in the Indian and Pacific Oceans are spatially 

correlated with respect to regionally averaged GHCN summer precipitation time series 

from NECo, YRVo and SECo (Figure 4.20).  SST correlation patterns linked to 

precipitation in NEC are generally consistent with Pacific SST variations associated with 
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ENSO (Figure 3.3): negative r-values in the eastern tropics and positive r-values in the 

northern basin and the West Pacific warm pool.  As for summer rainfall in the YRV, 

associated SST patterns in the equatorial East Pacific are also somewhat reminiscent of 

ENSO.  Also, consistent with the LSTD index analysis (Figure 4.14) and published 

literature (Chang et al., 2000a; Ding et al., 2004), relatively local SSTs in the dominant 

moisture source regions – the Bay of Bengal, SCS and Philippine Sea – are all positively 

correlated with YRV precipitation.  Meanwhile, SST correlations linked with summer 

rainfall over SEC are generally opposite to those associated with YRV rainfall, 

particularly in the aforementioned adjacent basins to the south and east. 

 

4.3.2. The global Hadley cell indices 

Global Hadley circulation represents a particularly important aspect of tropical 

climate that is expected to respond to a reduction in shortwave radiation caused by 

volcanic forcing.  Furthermore, it is hypothesized that this may translate into some 

regional-scale climate impacts.  While there is no universally accepted index for the 

intensity of global Hadley circulation, one of the most commonly used measures is based 

on the maximum mean meridional streamfunction in the tropics, north and south of the 

equator (e.g., Mitas and Clement, 2005; Quan et al., 2004).  Meridional streamfunction 

essentially measures the overturning of mass and it is derived by integrating meridional 

winds vertically through the atmosphere.  Figure 4.21 illustrates the annual cycle of this 

overturning, plotting monthly long-term zonal mean meridional streamfunction values 

from 90°S – 90°N and from the surface to the top of the atmosphere (TOA).  From the 

figure, it is clear that the strongest clockwise circulation (positive values) occurs in 



130 

January and February, while the strongest counterclockwise meridional overturning 

(negative values) occurs during July and August.  The major transition months are April-

May in the northern hemisphere (NH) spring and October-November in the NH fall.   

To quantitatively assess temporal variability in Hadley circulation, the maximum 

value of monthly zonal mean meridional stream function in the 0° – 30°N zone indexes 

the strength of the NH Hadley Cell, while the minimum value of the monthly mean 

stream function from 0° – 30°S indexes the southern hemisphere (SH) cell (Oort and 

Yienger, 1996).  These monthly streamfunction-based measures of meridional 

overturning in the atmosphere (derived from NCEP-reanalysis data) are hereafter referred 

to as the northern and southern hemisphere Hadley cell indices, respectively (HCINsf; 

HCISsf).  It is important to note for these Hadley cell indices – as well alternative Hadley 

cell indices, defined below – that positive NH index values reflect strengthening in 

meridional overturning while positive SH index values reflect dampening. 

The other measure of meridional overturning in the global Hadley cells is mean 

meridional vertical shear, or, the upper- lower level differences in zonally averaged 

meridional wind velocity at 200 and 850 hPa (Quan et al., 2004).  Figure 4.22 plots long-

term mean monthly vertical shear values from 60°N – 60°S.  To represent temporal 

variability in the northern and southern hemisphere tropical Hadley cells respectively, 

mean monthly vertical shear values at 10°N and 10°S are sometimes used (Oort and 

Yienger, 1996).  However, to more accurately capture the core of the overturning cells 

during transitions and summer seasons, the maximum and minimum monthly vertical 

shear values between 0° – 30°N and 0° – 30°S are used for the northern and southern 

hemisphere cells, respectively (HCINvs; HCISvs).  Similar indices have also been 
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applied at regional scales to index the Asian monsoon (Tanka et al, 2004) and Hadley 

circulation over the Pacific Ocean, from 120° – 280°E (Oort and Yienger, 1996). 

Tables 4.2- 4.5 display r-values from seasonal correlations between global Hadley 

cell indices, EAM indices (section 4.2), and regionally averaged precipitation time series 

from NEC, YRV and SEC.  Naturally, the streamfunction- and vertical shear-based 

Hadley cell indices are well correlated with one another within their respective 

hemispheres.  However, Hadley cell indices from opposite hemispheres are not 

significantly correlated.  The HCINsf and HCINvs indices are significantly positively 

correlated with the GJSI during winter.  Meanwhile, the EAJSI displays relatively 

stationary and statically significant positive correlations with respect to NH Hadley cell 

indices during both summer and winter seasons, respectively (Tables 4.2).  In winter, 

HCINsf is also highly positively correlated with the WPSHz index.  These 

interrelationships with respect to the jet and subtropical high indices are entirely expected 

and consistent with the classic conceptual model of the Hadley cell (Webster, 2004) as 

well as previous observational studies (Oort and Yienger, 1996; Hou, 1998).   

Of course, it is of particular interest to this study that summer rainfall in the YRV 

is inversely correlated with the HCINsf.  A mechanism for this teleconnection may be 

indirectly associated with variability in the WNPSMI, which is positively correlated with 

both NH Hadley cell indices and, like HCINsf, also inversely correlated with YRV 

rainfall.  While a thorough review of these questions is beyond the scope of this study, 

these apparent teleconnections will be revisited through analyses and discussions in 

following chapters. 

 



132 

4.3.3. ENSO and regional precipitation 

 As discussed in previous sections, the relationship between ENSO, the EAM 

system and hydroclimate in eastern China is complex and apparently not entirely 

stationary through time.  Previous studies have noted that phase shifts in the PDO circa 

1925, 1946, and 1976 (Mantua et al., 1997; Mantua and Hare, 2002) represented 

significant climate regime shifts throughout the Pacific Basin, from North America 

(Gedalof and Smith, 2001), to Asia (D’Arrigo and Wilson, 2006), to the tropics 

(Trenberth and Caron, 2002).  The 1976 phase shift, in particular, has been linked to 

changes in the stationarity of the ENSO signal with respect to the monsoon climates in 

Asia (Chang et al., 2000a; Kinter et al., 2002).  So, for the purpose of this simple test of 

ENSO stationarity, simultaneous (no-lag) correlation analyses between the SOI and 

precipitation across East Asia are separated into three epochs, according to the long-term 

phases of the PDO. 

 Figure 4.23 shows that, with a few exceptions, statistically significant 

teleconnections between the SOI and regional hydroclimate in eastern China can be 

fleeting from one period to the next.  For example, from 1925 – 1946, r-values greater 

than 0.6 are found across a broad region of eastern China during JJA, centered on the 

middle reaches of the YRV.  Yet, during the following two epochs, this apparently robust 

teleconnection pattern nearly disappears (1947 – 1976) or reverses (1947 – 2002), in 

some portions of the region.  Wu and Wang (2002) noted that statistically significant 

positive (lagged) correlations existed between Niño3 SSTs during the previous winter 

and summer rainfall in NEC in the period from 1960s to 1970s; however this relationship 

completely reversed by the 1980s.  When a simultaneous correlation analysis is 
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conducted for the entire period of available record (1902 – 2001; Figure 4.23, right 

column), a subtle and statistically insignificant pattern of positive correlations between 

the SOI and JJA precipitation is apparent in the north, indicating drier conditions in that 

region during El Niño years.   

Meanwhile, some of the teleconnections displayed in Figure 4.23. appear to be 

relatively stationary throughout most of the century: such as the DJF signal in south 

eastern China (wet during El Niño) or the patters in SON (El Niños are wet in the south 

and dry in the north).  However, in the spring and summer seasons – when the majority of 

annual rainfall occurs in China – simultaneous correlations between SOI and regional 

precipitation are apparently inconsistent through time.  These results are not surprising, 

since ENSO is in its peak phase during SON and DJF (Hoerling and Kumar, 2000). 

To also consider these relationships on a slightly longer time-scale, a simple 

paleoclimate analysis is conducted on annual reconstructions of drought vs. flooding (DI) 

during El Niño years.  Figure 4.24 shows a composite of average DI values during 

“strong” and “very strong” El Niño years during the two-century period from 1791 to 

1979.  All El Niño years included in the composite were assigned this classification with 

the highest possible level of “satisfactory” confidence (Quinn, 1987; Ortlieb, 2000).  

These results (Figure 4.24), though only marginally statistically significant, are consistent 

with spatial correlation patterns noted above (Figure 4.23, in JJA and SON), suggesting 

that El Niño years are generally drier throughout most of northeastern China.  These 

findings are also consistent with results by Song (1998), who compared the same DI 

values with an instrumental Southern Oscillation Index during the period from 1852 – 

1986. 
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4.3.3.1. ENSO and regional monsoon indices 

The final analysis conducted in this chapter sets the stage for subsequent 

assessments of the observed dynamical climatic response to volcanic fo rcing from 

explosive tropical eruptions.  To partially account for the fact that each of the major 

tropical eruptions in the last half century occurred during El Niño events, this section 

attempts to estimate the relative influence of ENSO on each of the various regional- and 

global-scale climate indices and to then linearly separate the ENSO effect from them.   

First, to visually examine the ENSO signal and estimate its statistical significance 

throughout the seasonal cycle of each index, the first step was to classify all months on 

record as representative of either El Niño, La Niña or neutral ENSO conditions – 

according to the CRU Southern Oscillation Index, from 1948 to 2003.  Specifically, 

ENSO conditions were defined such that months with SOI values in the upper 25th 

percentile were classified as La Niña events while months with values in the bottom 25th 

percentile were classified as El Niño events; all other months, with near-normal 

conditions were excluded from this analysis.  However, the drawback to using this high 

index threshold – and, thus, excluding a portion of the data – is that it limits the sample 

size for each given monthly event to only a dozen cases.  As a result, the statistical 

significance of some results is marginal, but the analysis allows for a good estimate as to 

which indices are most sensitive to ENSO, the nature of the interrelationship and during 

which season the signals are evident. 

Figure 4.25 shows average monthly regional climate index anomalies during all 

ENSO “event” months.  Average index anomalies during La Niña months are plotted in 

red while index anomalies during El Niños are plotted in blue.  The 95% confidence 
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intervals for the true mean in each month are also shown by red and blue translucent 

vertical bars.  When the re is space between these bars and/or the zero line then results are 

statistically significant.  The regional monsoon indices that are apparently most closely 

related to variability in ENSO are the WPSHz, the WNPMI and possibly the EAJSI.  

During El Niño winters, the WPSHz index is clearly more positive and the EAJSI is 

slightly more negative; while the opposite is true for La Nina winters.  However, the 

response of these and most other regional climate indices is relatively mute during the 

summer monsoon season.  The one exception would appear to be the WNPMI, which is 

more positive during El Niño summers and negative during La Niña.   

As discussed earlier, it is desirable in the context of this study to test if the 

observed regional-scale hydroclimatic response to recent volcanic eruptions may have 

been particularly sensitive to the occurrence of simultaneous El Niño events.  This can be 

accomplished by following methods similar to those employed by Robock and Mao 

(1995), who used a simple linear model to statistically remove ENSO signals from 

gridded global climate data before attempting to discern spatial patterns in the 

temperature response to volcanic forcing.  In the present study the ENSO signal is 

statistically removed on a monthly and seasonal basis from regional monsoon indices and 

gridded surface climate data, respectively.  This is accomplished by retaining the 

residuals from linear regression analyses of each variable with the SOI during each 

month or season separately, from 1948 - 2002.  In each case, the SOI is treated as the 

independent variable while monsoon indices are treated as the dependent variable (DEP): 

Equation 4.1   )(SOIbaDEP +=  

such that a and b are regression coefficients in the linear regression relationship. 
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Of course, the true dynamical nature of the relationship between ENSO and the 

EAM is complex and cannot be fully captured through a simple linear equation.  For 

example, several previous studies (e.g., Wang et al., 2000; Chang et al., 2000a) have 

demonstrated the existence of lagged relationships between these two systems.  

Furthermore, Tables 4.2 - 4.4 show that some regional summer monsoon indices are more 

closely associated with SOI values during the previous winter, as opposed to 

simultaneously.  Robock and Mao (1995) included a seasonal lag in their methodology to 

account for observed lags in the air temperature response to ENSO over land areas, but 

they acknowledged that this was somewhat problematic because not all regions respond 

on the same time and spatial scales.  Also, many of the regional and global indices 

discussed in this chapter do not exhibit strong or stationary links with respect to the SOI 

and questions remain regarding mechanisms for these lagged teleconnections (Lau and 

Wang, 2006).  Finally, results from a study similar to Robock and Mao (1995), using 

singular value decomposition to separate the ENSO signal from surface temperatures 

(Yang et al., 2001), found that ENSO had a relatively weak signal in regional 

temperatures over the Eurasian continent and that their relatively elaborate signal 

removal technique had little overall effect on their final composite analyses of the air 

temperature response to volcanic forcing in this region.    
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Figures 4.1.  Plots show seasonal means of DJF, MAM, JJA and SON observed (a) 
reference height temperature (2m), (b) sea- level pressure, (c) precipitation (CMAP), and 
(d) sea-surface temperature (NOAA-ER SSTs) from 1961 to 1990 AD. 
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Figure 4.2.  Same as Figure 4.1 but for (a) 500 mb geopotential heights, (b) 200 mb zonal 
wind, (c) 850 mb wind, and (d) 500 mb vertical velocity, or omega, from 1961 to 1990 
AD. 
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Figure 4.3.  Seasonal time series of regionally averaged precipitation in NEC (left), YRV 
(center) and SEC (right) from 1960 – 2000; from top to bottom DJF, MAM, JJA, and 
SON.  Plotted are data from four different sources: GHCN stations (red); CRU gridded 
(green); CMAP (blue); and GPCP (orange).  Note different scales on the y-axes for each 
region. 
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Figure 4.4.  Loading patterns fo r the first and second principal components of interannual 
precipitation variability over eastern China (20° – 45°N, 105° - 123°E).  Grid cells of the 
CMAP dataset are marked by light dashed lines (left two panels) and station locations for 
the GHCN data are marked with dots (right two panels).  The boxes delineated in bold 
outline three zonal regions (labeled: NECo, YRVo, and SECo) with relatively coherent 
modes of observed interannual precipitation variability. 
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Figure 4.5.  Wet-minus-dry maps based on SEC conditions showing (a) standardized 
CMAP precipitation, (b) 500 hPa geopotential heights, and (c) 200 hPa zonal winds 
(color contours) and 850 hPa wind vectors.  Each plot reflects differences between 
observed conditions during the 5 wettest and the 5 driest summers (JJA) between 1979 
and 2001.  (a) Precipitation color contours occur at 0.5 standardized unit intervals while 
line contours occur at 2 standardized unit intervals (only differences exceeding one 
standard deviation are shown).  (b) 500 hPa geopotential height contours occur at five 
meter  intervals (solid = positive; dashed = negative; zero = bold) with lightly shaded 
regions highlighting differences less than one standard deviation below zero, while dark 
shading highlights differences greater than one standard deviation above zero.  (c) 200 
hPa zonal wind color contours occur at 2 m/s intervals with warm colors reflecting 
positive difference values while cool colors are negative. 
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Figure 4.6.  Same as Figure 4.5, except for YRV. 
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Figure 4.7.  Same as Figure 4.5, except for NEC. 
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Figure 4.8.  Boxes delineate the regions from which data were used in the process of 
computing the regional monsoon indices used for this study.  Variables used to derive 
each of the indices are also included (in parentheses).  See text and Table 4.1 for 
additional information. 
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Figure 4.9.  Boxes delineate regions from witch surface temperatures over land and SSTs 
were used to calculate the land-sea surface temperature difference (LSTD) index.  See 
text and Table 4.1 for additional information. 
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Figure 4.10.  Plots illustrate temporal evolution and regional climate significance of the 
WPSHz index.  The top two panels are time series of the WPSHz index during DJF (left) 
and JJA (right) from 1949 – 2003 AD.  The bottom four panels spatially plot correlation 
values comparing the WPSHz during DJF (left) and JJA (right) with CRU precipitation 
(center) and surface temperature (bottom).  The color bar is the key to correlation values 
in the bottom four plots (contour interval = 0.1).  Individual correlation values greater 
than 0.3 (or less than -0.3) are significant with roughly 95% confidence (not accounting 
for multiplicity, the testing of multiple hypotheses). 
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Figure 4.11.  Same as Figure 4.10, but for the OKHI. 
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Figure 4.12.  Same as Figure 4.10, but for the WNPMI. 
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Figure 4.13.  Same as Figure 4.10, but for the SMI.  DJF and JJA time series plots 
compare SMI values derived from NCEP reanalysis (red) and Trenberth and Paolino 
(blue) SLP data.  The top two panels include r-values from direct comparisons between 
the two indices during the period from 1948 – 2003 (or 1966 – 2003, in parentheses for 
JJA).  Correlation maps illustrate relationships between regional temperature and 
precipitation with respect to the Trenberth and Paolino (1980) SMI time-series. 
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Figure 4.14.  Same as Figure 4.10, but for the LSTD. 
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Figure 4.15.  Same as Figure 4.10, but for the EAJSI. 
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Figure 4.16.  Long-term mean monthly climatologies for each of the regional climate 
indices (1961 – 1990).  Note that the SMI includes two climatologies, one derived from 
NCEP reanalysis (dark) and one from Trenberth and Paolino (1980; grey).  Units: 
WPSHz (m), OKHI (m), WNPMI (m/s), SMI (mb), LSTD (°C), EAJSI (m/s). 
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Figure 4.17.  Observed (NCEP) zonal winds at 200 hPa (a) averaged for JJA from 1961- 
1990.  The same wind global field is correlated from 1948 – 2003 with respect to (a) 
EAJSI, and (c) GJSI.  In figures (b) and (c) positive and negative correlation r-values are 
plotted in red and blue, respectively, with contour intervals at 0.1 and no contour at zero.  
Individual correlation values greater than 0.3 (or less than -0.3) are significant with 
roughly 95% confidence (not accounting for multiplicity, the testing of multiple 
hypotheses). 
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Figure 4.18.  Monthly correlation r-values between EAJSI and GJSI (1948 – 2003). 
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Figure 4.19.  Map of correlations between 500 hPa geopotential heights and standardized 
regionally averaged precipitation in NEC (top), YRV (center) and SEC.  For reference, 
precipitation regions are marked by translucent grey boxes, while the Okhotsk High and 
WPSHz index domains are also shown in the center plot.  Individual correlation values 
greater than 0.4 (or less than -0.4) are significant with roughly 95% confidence (not 
accounting for multiplicity, the testing of multiple hypotheses). 
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Figure 4.20.  Map of correlations between SSTs and standardized regionally averaged 
precipitation in NEC (top), YRV (center) and SEC.  For reference, precipitation regions 
are marked by translucent grey boxes.  Individual correlation values greater than 0.4 (or 
less than -0.4) are significant with roughly 95% confidence (not accounting for 
multiplicity, the testing of multiple hypotheses). 
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Figure 4.21.  Observed monthly zonal mean meridional stream function at all latitudes 
and all levels of the atmosphere in units of kg s-1 (NCEP reanalysis data, 1948 – 2003).  
The x-axes range from 90°S to 90°N (left to right) and y-axes range from 0 to 1000 hPa 
pressure levels (top to bottom).  Positive values (warm colors; solid contours) represent 
clockwise overturning circulation, while negative values (cool colors; dashed contours) 
represent counterclockwise overturning circulation. 
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Figure 4.22.  Hovmoller diagram of observed monthly zonal mean vertical wind shear 
from 60°N to 60°S, averaged over all longitudes (NCEP reanalysis data, 1948 – 2003).  
Vertical wind shear is defined as the difference between meridional wind velocity at 200 
hPa and 850 hPa and is expressed here in units of m s-1.  Positive values represent 
anomalous northward wind anomalies at 200 hPa and/or anomalous southward wind 
anomalies at 850 hPa (and visa versa). 
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Figure 4.23.  The stationarity of the ENSO signal in precipitation across East Asia is 
illustrated through correlation plots during three different eras.  Time series at top plots 
the average PDO index from 1920 -2005 (Nov. – Apr.), with the two major transition 
points, at 1946 and 1976, marked by dashed vertical lines (Mantua et al., 1997).  Bottom 
16 panels show r-values from simultaneous correlation analyses between seasonally 
averaged CRU precipitation and the SOI index: 1925-1946 (left); 1947-1976 (center left); 
1977-2002 (center right); 1925-2002 (right); from top to bottom DJF, MAM, JJA, and 
SON.  Positive correlations signify wetter conditions during La Niña events, drier El 
Niños, and visa versa.  Individual correla tion values greater than 0.3 (or less than -0.3) 
are significant with roughly 95% confidence (not accounting for multiplicity, the testing 
of multiple hypotheses).  Note: the time series of the PDO index is displayed for 
illustrative purposes only and was not used for any of the correlation analyses shown 
here. 
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Figure 4.24.  Average DI anomalies during El Niño events, for the period from 1791 – 
1979 AD.  As reflected on the color-scale, positive DI anomalies indicate more frequent 
drought (red) while negative DI anomalies indicate more frequent flooding (blue) during 
El Niño years.  The diameter of each circle is proportional to the total number of years 
(N) during which DI data were available for this analysis (maximum N = 24).  Circles 
with black perimeters are significant with at least 95% confidence, based on individual 
student t-tests. 
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Figure 4.25.  Composite monthly index anomalies through the annual cycle (January - 
December) during El Niño (blue) vs. La Niña (red) conditions.  Composites are computed 
during months concurrent with the bottom 25th and top 25th percentiles of the SOI (n = 
12/ month).  Note that months with SOI values in between the 25th and 75th percentiles 
are excluded from the analysis.  Color-coded error bars represent the 95 percent 
confidence intervals for the true mean during each month (based on 2× the standard 
error). 
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CHAPTER 5 

ANALYSIS OF THE OBSERVED RESPONSE TO VOLCANIC FORCING 

 In the broadest sense, this study examines the effect of radiative forcing from 

stratospheric aerosols on climate with consideration to both direct and indirect, or 

dynamical, mechanisms.  Unlike the vast majority of previous studies, the focus of this 

study is unique for exploring a precipitation – as opposed to temperature – response.  

While results from a limited number of studies have suggested that the influence of 

volcanic forcing on regional-scale hydroclimate is weak, these efforts have generally 

been confounded by the occurrence of simultaneous El Nino events and the short time 

period covered by the instrumental record. 

The paleoclimate record provides an opportunity to explore these questions from 

a new perspective and, more specifically, to consider the effects of volcanic forcing of a 

greater magnitude than anything experienced during the 20th century.  For example, early 

19th century marine air temperature measurements taken on merchant ships across the 

globe suggest that the global cooling caused by Tambora and the unknown eruption of 

1809 was significantly larger than the climatic response to either Pinatubo, in 1991, or 

Krakatoa, 1883 (Chenoweth, 2001).  Under higher forcing and an increased climatic 

response, the signal to noise ratio in terms of regional hydroclimate is expected to 

increase.   

 

5.1. Brief review of hypothesized mechanisms for a regional hydroclimatic response 

 As discussed in Chapter 2, previous studies have explored several dynamical 

mechanisms for regional climatic effects from volcanic forcing, including a possible 
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trigger for El Niño (Mann et al., 2005), the positive phase of the Arctic Oscillation in 

winter (Stenchikov et al., 2002), and the present study examines the possibility of a 

dampening of tropical Hadley circulation.  Also, the previous chapter has demonstrated 

that variability in regional-scale summer rainfall associated with the EAM has 

exceptional global-scale teleconnections with respect to middle atmospheric pressure 

level heights and the strength of the subtropical jet. 

In addition to these dynamical considerations, the most obvious mechanism for a 

direct response in precipitation over eastern China is through the blocking of short-wave 

radiation and a reduction in evaporation at the surface (Robock, 2000).  This mechanism 

seems particularly likely given this study’s focus on the summer season, when meridional 

temperature gradients are weaker and regional-scale precipitation variability is generally 

driven less by global-scale teleconnection patterns or large-scale organized weather 

systems (notwithstanding the global-scale teleconnections associated with the EAM 

system).   Still, the vast majority of rainfall over eastern China occurs in the summer 

season when a significant portion occurs through convection from radiative surface 

heating and associated atmospheric instability (Ding, 1994).  Furthermore, as noted in 

Section 2.3.3., precipitation is known to be measurably sensitive to direct short-wave 

forcing (Lambert et al., 2004).  In comparison, the global temperature response 

considered in most studies (e.g., Briffa et al., 1998) is relatively persistent beyond the 

initial period of direct forcing, in part due to the high heat content of the oceans (Gleckler 

et al., 2006).  Given these considerations, there is an a priori expectation for a direct and 

relatively immediate hydroclimatic response to concurrent – as opposed to lagged – 

SAOD forcing. 
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5.2. Zonal structure of global-scale volcanic forcing 

Following the most explosive volcanic eruptions, volcanic aerosols are relatively 

quickly and efficiently distributed around the globe through advection from high velocity, 

predominantly zonal, stratospheric winds.  Satellite observations taken with the SAGE II 

instrument reveal a stratospheric aerosol cloud from the Pinatubo eruption that was very 

well mixed zonally but had significant gradients in the meridional direction (Self et al., 

1996; Stenchikov et al., 1998).  Figure 5.1 shows that within a month of the June 15, 

1991, Pinatubo eruption, significant quantities of stratospheric aerosols were already 

globally distributed.  By September or October, the stratospheric aerosol optical depth 

(SAOD) was reaching its peak over the greater tropical region in both hemispheres.  

These measurements confirm that a global zonal mean representation of stratospheric 

aerosols from tropical or extra-tropical eruptions (e.g., Figure 3.12) is well justified for 

the purposes of most climatological studies on monthly, seasonal or longer time-scales 

(Hansen et al., 1978; Stenchikov et al., 1998; Robertson et al., 2000; Hansen et al., 2002; 

Ammann et al., 2003; Oman et al., 2005). 

 

5.2.1. Event definitions: identifying “eruption years” 

As noted in Chapter 3, most major eruptions from the past millennium are well 

dated with annual accuracy.  Thus, the Ammann et al. (2006) SAOD dataset is considered 

appropriate for use in this observational study.  Additionally, an updated version of 

Crowley’s (2000) volcanic radiative forcing series, published by Mann et al. (2005) is 

used in conjunction with the Ammann et al. (2006) data as an independent check on the 

timing of tropical eruptions from 1000 – 2000 AD, since the timing for some eruptions 
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has been adjusted by one or two years (see Table 2.1).  As such, for the purpose of 

studying the observed climatic response to tropical eruptions, appropriate adjustments 

were also made to the timing of some eruptions in the monthly Ammann et al. (2006) 

SAOD dataset. 

After making these temporal adjustments, thresholds for peak SAOD loading 

intensity were chosen to select years, seasons or months with the highest forcing from 

tropical eruptions during a given period of analysis.  As noted above, this study’s interest 

in convective precipitation motivates a methodology that focuses on identifying a direct 

climatic response during months and seasons with maximum short-wave radiation 

forcing.  For example, Figure 5.2 shows an annual time series of SAOD averaged from 

January to December over the tropical region (24°N to 24°S) and forcing years within the 

top 99th percentile are highlighted in red.  Then composites of the observed (or modeled; 

see Chapters 6 and 7) climatic response to high volcanic forcing are created through the 

averaging of data anomalies during the years or seasons or months with maximum 

volcanic forcing.  For example, when an analysis is focused on the summer season 

response, an annual-resolution forcing time series is created by averaging tropical SAOD 

values from May to September (or June to August) to identify the summers with the 

highest (e.g., 99th percentile) forcing over a given period of time.  Then, data anomalies 

during those seasons with peak forcing are averaged into composites to deduce the 

typical climatic response. 

It should be made clear that when a climatic response is considered on a monthly 

(or seasonal) basis that specific years selected for inclusion in each monthly (seasonal) 

composite depends in part of the seasonal timing of each eruption.  For example, due to 
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the spring and summer timing of most major tropical eruptions during the period from 

1900 to 2000, monthly composites for November would generally reflect average 

conditions during the calendar year of the eruption: 1902, 1963, 1982 and 1991 (selected 

based on the top 96th percentile of SAOD).  On the other hand, January composites from 

the same analysis would include monthly data from the following calendar year: 1903, 

1964, 1983, and 1992. 

Due to the nature of the Ammann et al. (2006) parameterization scheme, this 

method is guaranteed to only select tropical eruptions, excluding years with even the 

largest extra-tropical events.  Also, note that some eruptions are so large (e.g., Tambora) 

that high aerosol loading from a single eruption can persist into the following year such 

that consecutive years can be classified as “high forcing years.”  However, since each 

paleoclimate reconstruction generally has a unique record length and covers a slightly 

different era, not all analyses include the exact same eruptions – but nearly all include the 

events listed in Table 2.1. 

To provide additional testing for the validity of certain results, some analyses in 

this chapter are also based on the IVI (Robock and Free, 1995, 1996).  As noted in 

section 2.4.1., the VEI discretely rates the power of eruptions on the scale of 1 (lowest) – 

8 (highest), while the IVI is a continuous index of radiative forcing derived from sulfate 

content and acidity from bi-polar ice-cores.  Thus, to consider the climatic effects of 

multiple eruptions, Adams et al. (2003) discretized the IVI data on a scale parallel to the 

VEI so that individual years could be more easily categorized according to varying 

degrees of radiative forcing.  Supplemental material from Adams et al. (2003) included 

Tables (S6 and S8) listing years with minimal and/or large radiative forcing according to 
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IVI data, and the present study occasionally employs these data to classify “high forcing 

years” (Table 5.3). 

 

5.3. Zonal structure of the global-scale climatic response 

As discussed in Chapter 2, the direct radiative effects of volcanic aerosols from 

tropical eruptions typically cause stratospheric warming (for up to two years) and global 

cooling in the troposphere (for up to three years), particularly in the northern hemisphere 

tropics and subtropics during summer (Briffa et al., 1998; Robock, 2000).  In addition to 

these direct radiative impacts, stratospheric aerosol forcing causes indirect, or dynamic, 

climate perturbations on global to regional scales.  For instance, both modeling and 

empirical studies have shown that the zonal structure of stratospheric aerosol forcing 

from tropical eruptions produce meridional temperature gradients – aloft and near the 

surface – that trigger Northern Hemisphere winter circulation patterns that favor the 

positive mode of the Arctic Oscillation (AO; Chapters 2, 3 and 4).  Thus, despite the 

negative global energy balance caused by the aerosol cloud, the result is stronger mid-

latitude westerlies that generally advect warm, moist marine air over extra-tropical 

northern hemisphere landmasses, bringing increased winter temperature anomalies to 

these regions, particularly northern Europe (Shindell et al., 2004; Stenchikov et al., 

2006).   

Figure 5.3. shows the observed monthly AO response to four major tropical 

eruptions between 1899 and present.  Due to the small sample size most of the results are 

not statistically significant, though they generally confirm earlier studies that have found 
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a positive AO response in the winter season (Shindell et al., 2004) and no discernable 

dynamical response in summer (Robock, 2000).   

 

5.3.1. Global tropical precipitation, Hadley circulation and the subtropical Jet 

Previous studies have observed drying over tropical land areas following major 

20th century eruptions but have also noted that this signal could be attributable to 

concurrent El Nino events, which also brings drought to many low latitude continental 

regions (Adler et al., 2003), particularly in the northern hemisphere.  Generally 

confirming those results, Figure 5.4, plots global monthly zonally averaged land CRU 

precipitation beside composite anomalies during months with high volcanic forcing, from 

1902 and 1999.  While only a few monthly anomalies are statistically significant, this 

figure clearly shows a tendency for reduced tropical precipitation in the months with 

simultaneous high volcanic forcing.  A parallel analysis of precipitation anomalies during 

El Niño years shows similar but not identical results (not shown).   

However, in addition to any dynamical influences from ENSO, a plausible 

explanation for these negative low-latitude precipitation anomalies (Figure 5.4) could be 

that forcing from tropical eruptions has caused the blockage of short-wave radiation, 

reduced evaporation (Robock and Liu, 1994) and dampened tropical convection.  If such 

a mechanism were at play on the global-scale then it would presumably also be reflected 

in changes in global Hadley cell circulation.  This is because lower quantities of 

atmospheric moisture would decrease the amount of latent heat released from 

condensation through tropical lower-level convergence and this latent heat is an essential 

driver for Hadley Cell overturning (Webster, 2005). 
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Attempting to address this question, Figure 5.5 compares global monthly mean 

vertical wind shear (a) along with composites and individual anomalies during particular 

years of interest.  To interpret the following results it is helpful to bear in mind that 

during the NH winter (~Dec. – Mar.) the convection that largely drives vertical motion in 

the NH cell is generally located in the vicinity of the Inter-topical Convergence Zone 

(ITCZ), south of the equator.  Alternatively, during the SH winter (~Jun. – Sep.), 

convection driving the SH Hadley Cell is located north of the equator, as the ITCZ 

swings north during NH summer.  To visualize these seasonal changes from another 

perspective, it is also instructive to review monthly streamfunction diagrams in Figure 

4.21.  Low-latitude precipitation changes in Figure 5.4 (left panel) also reflect this intra-

annual cycle of tropical climate dynamics. 

To further clarify the following analysis, Figure 5.5b is a composite of monthly 

vertical wind shear anomalies during 10 years with the lowest SOI values (El Niño 

conditions), for the period between 1948 and 2003.  In agreement with results from Oort 

and Yienger (1996), this figure illustrates typical Hadley circulation behavior during El 

Niño years, where meridional overturning is strengthened in the NH cell and (to a much 

lesser degree) in the SH cell during their respective winters.  This relationship is 

confirmed in part by the positive, highly statistically significant, negative correlation 

between HCIN-sf and SOI in the winter season (r = -0.44, p-value = 0.001).  However, 

contrary to Oort and Yienger (1996), Tables 4.2 – 4.5 indicate that this is the only robust 

link between ENSO and any of the Hadley cell indices (NH or SH, DJF or JJA) during 

the period from 1948 – 2003. 
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Figure 5.5c is a composite of monthly vertical wind shear anomalies in response 

to three major tropical eruptions.  Figures 5.5d, e and f plot individual monthly vertical 

wind shear anomalies during peak SAOD forcing from the Agung, El Chichón and 

Pinatubo eruptions, respectively (note, Figure 5.5c is the composite average of Figures 

5.5d-f).  Comparing Figures 5.5e-f, with Figure 5.5b, it is clear that tropical (and extra-

tropical) Hadley circulation following the El Chichón (17°N) and Pinatubo (15°N) 

eruptions was anomalously strong in a manner very similar to typical El Niño conditions 

(as described above).  Following both of these NH eruptions, the NH cell was 

anomalously strong during its dominant season for overturning (Dec. – Apr.), while the 

SH cell was also slightly stronger during its winter season (May – Oct.).  However, it is 

remarkable that conditions following the Agung (8°S) eruption (Figures 5.5d) are nearly 

opposite to those in Figures 5.5e-f, apparently reflecting a weakening in both Hadley 

cells during their respective winters.  

Thus, vertical wind shear anomalies during the year following the Agung eruption 

are generally consistent with the hypothesized Hadley cell dampening mechanism.  

However, some discussion is needed to explain why these anomalies occurred following 

Agung, but not in response to the El Chichón or Pinatubo eruptions.  Firstly, it is 

noteworthy that the 1963 El Niño event was shorter than and not as strong as the 1982 

and 1992 events (see Figure 3.1); so, the global-scale climatic “forcing” from the 1963 El 

Niño may have been relatively weak.   Also, what made the Agung eruption unique –

compared to other recent tropical eruptions – is that its’ stratospheric aerosols remained 

primarily in the SH, causing much greater radiative forcing in that hemisphere 

(Andronova et al., 1999; Hansen et al., 2002).  So, it may be significant that the NH cell 
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displayed a greater response during the winter season (Dec. – Apr.; Figure 5.5d), which is 

when SH convection drives Hadley circulation.  It could also be that the uniquely robust 

link between the NH Hadley cell and the SOI during this season is particularly sensitive 

to short-circuiting caused by disproportionate SAOD forcing in the SH. 

As discussed in Chapter 4, the velocity of the global subtropical jet streams (at 

200 hPa) is positively correlated with the strength of the tropical Hadley circulation.  This 

relationship is well established and true for both hemispheres (Oort and Yienger, 1996), 

so it is logical that any forcing that dampens or intensifies global Hadley Circulation 

would have a dynamical impact on subtropical climate.  However, with the only apparent 

effect on Hadley circulation occurring in the NH winter, this type of response could be of 

relatively little importance to summer hydroclimate in East Asia. 

 

5.4. Regional response in eastern China 

 The remainder of this chapter attempts to improve our understanding of how 

volcanic eruptions have historically affected climate in eastern China.  The remaining 

sections draw upon the literature and from what was learned through analyses of the 

global climatic response with regard to the AO, Hadley circulation – despite the 

confounding ENSO factor.  From the modern instrumental record a number of studies 

have examined spatial patterns in the temperature response throughout the northern 

Hemisphere (Robock and Mao, 1995; Kelly et al, 1996; Yang and Schlesinger, 2001; 

Shindell et al., 2004) yet few have identified particularly exceptional or noteworthy 

impacts in China.  Largely confirming those findings, the top two panels of Figure 5.6 

plot composites of winter and summer surface air temperature anomalies during high 
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forcing years between 1948 and 1999.  Following a methodology similar to Robock and 

Mao (1995), the bottom two panels show the same analysis, but with the SOI signal 

removed on a grid-point by grid-point bases.  Also, a Lanczos high-pass filter was 

applied at each grid-point to remove variability with periodicities longer than 10-years.  

Thus, Figure 5.6 shows the spatial distribution of the temperature response to late 20th 

century volcanic forcing while also providing a simple estimation of the sensitivity of 

these results to the occurrence of simultaneous El Niño events. 

From the paleoclimate record, nearly all related research with specific relevance 

to China has focused on the aftermath of the Tambora eruption, which occurred only 6 

years after an unknown eruption in 1809 and during the Dalton solar minimum.  Huang 

(1992) noted persistent wetness, flooding and, by implication, cold conditions throughout 

China – particularly in the north – in the summer 1816.  Zhang et al. (2006) found 

extensive evidence for summer and fall crop failures in central and northern regions, 

some of which Zhang et al. (1992) attributed to unusual early and late season frosts.  

There was also evidence for a strengthened winter monsoon, with unusual snow fall 

occurrences in the south and exceptionally strong northwesterly winds.  Qun (1988) 

found that many of the coldest summers during the past 500 years occurred within 2 

years of volcanic eruptions. 

 

5.4.1. Precipitation and temperature  

 As noted above, the 20th century temperature response in East Asia was relatively 

subtle compared with some other regions.  However, statistically significant negative 

anomalies were apparent during the winter and summer seasons over some part of the 
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East Asian region and these results do not appear to have been highly sensitive to the 

phase of ENSO (Figure 5.6).  To explore this question in greater detail for eastern China 

specifically, using a longer dataset and with consideration to the hydroclimate response, 

the gridded CRU dataset (0.5° × 0.5°; land; Mitchell and Jones, 2005) is employed for the 

period from 1902 – 1999.  This extended record is particularly useful because it also 

allows for consideration of the climatic response following the active volcanic year of 

1902 (3 eruptions: Santa Maria, Pelée and Soufriere St. Vincent).  This is additionally 

beneficial because El Niño conditions were apparently not prevailing throughout the 

period from 1902 to 1904 (Figure 3.1). 

Following the same methodology used to generate Figure 5.6, the four panels of 

Figure 5.7 contain composite plots illustrating the magnitude of the regional temperature 

response during DJF and JJA, alongside the same analyses on gridded data from which 

the SOI signal and low-frequency variations were removed (Robock and Mao, 1995).  

From these results it is confirmed that winters during high forcing years are typically 

0.5°C colder in western inland locations while the signal may be reversed in northeastern 

provinces and over the Korean Peninsula.  Interestingly, this later result is also consistent 

with the fact that winter temperatures in Japan were relatively unaffected by the Tambora 

eruption (Harrington, 1992), suggesting a dynamical mechanism (e.g., positive AO 

response) could be contributing to this observed regional response in East Asia.  

Meanwhile, summer temperatures in eastern China were only marginally affected (Figure 

5.7c), particularly when the SOI signal was removed (Figure 5.7d).   

Similarly, Figure 5.8 illustrates the regional precipitation response during DJF and 

JJA, with and without SOI signal removal.  In winter, when precipitation is sparse and 
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mostly confined to the south there is an apparent increase in rainfall in that region; 

however this response mostly vanishes after accounting for the ENSO factor (Figure 

5.8b), which is not surprising given results from Chapter 4.  In the summer, there is 

evidence for wetter conditions in central and northern regions (~1 mm/day; ~20% 

increase), particularly after the SOI signal is removed.  In the south there is evidence for 

drying, although this is less obvious after accounting for ENSO.  It should be noted that 

none of these results are statistically significant, in part due to the exceptionally high 

interannual variability that is typical for the region, but they provide some clue as to what 

might be expected through further analyses of the dynamical response and from the 

paleoclimate record. 

 

5.4.2. Regional-scale monsoon indices 

To better understand what regional-scale dynamical mechanisms might be 

responsible for the observed surface climate anomalies, this section examines the 

response by various regional monsoon indices described in Section 4.2.  In Figure 5.9, 

monthly composites of monsoon index anomalies are plotted along with 95% confidence 

levels for the true mean in each month.  Due to the small sample sizes of each composite 

(n = 3/ month) many of the results are not statistically significant, however general 

patterns can be observed and anomalies during consecutive months may be indicative of 

a response during a particular season.  The clearest signal appears to be statistically 

significant positive WPSHz anomalies and accompanying slightly negative anomalies in 

the WNPMI during winter months.  There is also evidence for a weakening in the EAJSI, 

also during winter.  Otherwise, the responses are highly variable and generally not 
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statistically significant.  Also, of particular interest to the present study is that there is 

little evidence for statistically significant or seasonally coherent responses during the 

summer monsoon season (May – Aug.).  The one exception is consistently positive 

WNPMI anomalies, from June – September. 

To test the sensitivity of these results to the ENSO factor, the SOI signal was 

linearly removed from each monsoon index during each individual month and the 

analysis was repeated.  Figure 5.10 shows results clearly indicating that the SOI signal 

was the dominant factor contributing to all noteworthy results shown in Figure 5.9.  So, 

while results from this section are generally inconclusive, they clearly illustrate the 

challenge of assessing the regional-scale dynamical response to volcanic eruptions from 

the available instrumental record – due to the confounding ENSO factor.  This highlights 

the necessity to draw from the paleoclimate record and dynamical global climate model 

simulations to help answer the primary questions in this chapter.  

 

5.4.3. The paleoclimate response in East Asia 

 To explore the observed climatic response to explosive tropical eruptions on 

longer time-scales, in response to relatively greater forcing, available paleoclimate data 

are examined.  Before detailing the hydroclimate response, which is the primary focus of 

this study, following is a brief summary of the apparent temperature response in eastern 

China.  As noted in Chapter 3, temperature reconstructions in this region are generally 

only available at decadal resolution.  So, prior to making comparisons with those records, 

SAOD forcing data were averaged over equivalent time-scales (e.g., 1380 – 1389, 1390 – 

1399… etc).  Figure 5.11 plots available temperature time-series along with decadally 
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averaged tropical SAOD forcing to illustrate their covariability during the period from 

~1380 to 1980 AD.  Note that for illustrative purposes the SAOD data were first 

converted to Wm-2 units, based on the simple empirical formula (equation 2.2) 

established by Hansen et al. (2002).  Thus, positive correlation r-values reflect the fact 

that decades with more negative radiative forcing from tropical eruptions generally 

accompany decades with lower average temperatures.   

Results from simple pair-wise correlation analyses are displayed on Figure 5.11 

and, as expected, all r-values are positive.  Interestingly, the only statistically significant 

correlations between SAOD forcing and temperature are noted in the northeast region, in 

the vicinity of Beijing.  Though the volcanic forcing index is derived from SAOD data in 

tropical regions only, the temperature response in southeastern China appears to be 

relatively weaker and statistically insignificant.  The strongest example for this is the 

early 19th century, when there were three large tropical eruptions (1809, 1815, and 1835), 

northeastern China was consistently cold while a temperature response in the south is not 

apparent.  While the decadal time-scale of this temperature analysis is problematic, given 

the time-scale of the forcing, possible explanations for these findings are proposed below, 

in the context of results from the paleo-hydroclimate analyses. 

For the remainder of this chapter, paleoclimate reconstructions of drought vs. 

flooding, based on historical documentary records, are considered.  For this part of the 

analysis, DI data from 120 sites across eastern China are averaged during high volcanic 

forcing years to examine the spatial distribution of the response.  Then WI time series are 

used to estimate the statistical significance and stationarity of this volcanic signal in 

regional hydroclimate.  Table 5.1 lists the summers (May – Sep) during which Ammann 
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et al. (2006) SAOD forcing was in the 98th percentile; thus, a total of 20 eruptions were 

selected for analysis during the period from 950 – 1999 AD.  Notice that nearly all of the 

eruptions during the later half (1470 – 1999 AD) of the analysis are attributable to 

eruptions of a specifically known origin, while only one eruption during the early part of 

the record (950 – 1479 AD) has a known source.  This highlights the fact that relatively 

little confidence can be placed in results and conclusions drawn from analyses of the 

response to earlier eruptions.   

To further test the validity of these results the same analyses were carried out, 

except that the average DI and WI response was calculated from composites of high 

forcing years during which “large” IVI values were identified by Adams et al. (2003; 

Table 5.2).  Using this approach, a total of 12 erup tions were selected for analysis during 

the period from 1650 – 1999 AD.  While there is some overlap, seven out of the 12 years 

selected for analysis using the IVI data are independent of the eruption years identified 

using Ammann et al. (2006) SAOD data (compare Table 5.1. with Table 5.2).  Finally, to 

consider the possibility of a lagged hydroclimatic response to high forcing, a superposed 

epoch analysis is employed at the end of subsection 5.4.2.1. 

 

5.4.3.1. The Drought Index (DI) 

Figure 5.12a. shows average DI anomalies at each site during the ten highest 

volcanic forcing summers – based on Ammann et al. (2006) SAOD – from 1470 – 1979 

AD (Table 5.1).  Figure 5.12b. shows results from the same analysis, except that 

composite years were selected based on the IVI (Table 5.2).  Since DI reconstructions are 

generally incomplete at many locations (Figure 3.4), only sites with available data during 
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at least five eruption years are included; results reflect the average DI response during 

available years.  As noted in the figure caption, larger circles represent sites from which 

more data are available and, thus, where results are generally more robust.  Statistical 

significance is roughly estimated based on simple individual t-tests; circles outlined in 

black are significant with at least 95% confidence.  However, it should be emphasized 

that the null hypothesis (that average anomalies during high forcing years are no different 

from the long-term mean) is being tested roughly 75 times in each panel, so, by random 

chance alone, one would expect to reject the null-hypothesis in 3 to 4 locations.  Still, the 

response appears to be significant at 6 sites in Figure 5.12a and there is a spatial 

coherence to the average response in both panels that is suggestive of a clear signal.  This 

somewhat marginal signal is suggestive of generally wetter conditions in the north and 

drier conditions in the south.   

To quantify these findings in more detail, beyond simple averaging, the 

frequencies of drought vs. flooding are considered separately.  Figures 5.13a and 5.13c 

plot the percentage of high forcing years with DI values equal to 4 or 5 (drought or severe 

drought), while Figures 5.13b and 5.13d plot the percentage of high forcing years with DI 

values equal to 1 or 2 (severe flooding or flooding).  As above, separate analyses are 

carried out such that years included in Figures 5.13a and 5.13b were selected based on 

Ammann et al. (2006) SAOD data (N = 10; Table 5.1), while years included in Figures 

5.13c and 5.13d were selected based on IVI data (N = 12; Table 5.2).  Note that relatively 

darkly colored circles outlined in black highlight sites where drought was three times 

more likely than flooding under the high forcing conditions, or visa versa.  For example, 

according to results in Figure 5.13a, for the southern region around Hunan province it can 
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be concluded that drought or severe drought occurred more than 50% of the time and was 

at least three times more common than flooding, in response to high volcanic forcing.  

Recall that under “normal” conditions, drought or severe drought can generally be 

expected to occur between 25% and 50% of the time at any given location (Table 3.1; 

Wang and Wang, 1994).  The general conclusion that is reached here is obviously 

consistent with findings discussed earlier in this section, suggesting relatively wetter 

conditions in the north and drier conditions in the south. 

 

5.4.3.2. The Wetness Index (WI) 

 To further estimate the statistical significance of results based on the DI record 

and to consider their temporal stationarity, the longer WI time series are analyzed and 

results are compared with the above findings.  Recall from Chapter 3, the WI records 

consist of three annual time series, each representing drought vs. flood frequency in NEC, 

YRV and SEC.  Derived from the same original data source, WI time series are directly 

comparable to the DI data during the latter halves of the WI records (from 1470 to 1999); 

so, the WI and DI datasets are somewhat redundant – although not identical – in this 

regard.  Also, recall that the sign of the WI time series is reversed relative to the DI data 

(e.g., positive values indicate floods; negative values indicate drought). 

Figure 5.14 shows the average WI response to peak SAOD forcing (98th 

percentile; see Table 5.1) during two eras from 950 to 1469 AD, from 1470 to 1999 AD, 

and over the entire period of the WI records (950 – 1999 AD).  Only the Ammann et al. 

(2006) SAOD data are used for this portion of the analysis because they are available 

over the entire period of the WI record.  Here, the 95% confidence for the true mean of 
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each response population (N=10) is estimated as two times the standard error for that 

population.  Results indicate that summers with concurrently high volcanic forcing are 

generally wetter in the north and drier in the south, particularly when the entire period of 

record is considered (Figure 5.14), although this statement is also true in a relative sense 

during both halves of the WI records (compare Figure 5.14a with Figure 5.14b).  Note 

that the response in the YRV region is generally neutral.  Also, as expected, these results 

confirm findings presented above (Figures 5.12 and 5.13), indicating that roughly 95% 

confidence can placed in the conclusion that high volcanic forcing generally leads to 

drought in SEC and flooding in NEC during the last millennium. 

 

5.4.3.3. An unconventional “epoch” analysis 

 The final stage in this section on the hydroclimatic response involves an 

unconventional form of epoch analysis that was designed to accommodate the limitations 

of the paleoclimate data while considering the possibility of a lagged response to SAOD 

forcing.  Some specific issues that make the following methodology exceptional are that 

1) the majority of annual precipitation in this region is generally limited to the summer 

season, thus making this season of paramount interest, 2) the paleoclimate data (WI) are 

only available at annual resolution, and 3) the SAOD forcing data are available at 

monthly resolution.  Thus, given the relatively high resolution of the paleoclimate data 

and the fact that the nature of the climatic response is only desired for the summer 

season, the basic methodology was to hold the response season (summer) constant and to 

change the seasonal timing of peak radiative forcing relative to the summer response. 
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For instance, in the center of Figure 5.15 – inside the solid vertical rectangular 

box – one can see the mean WI response during the 10 years between 1470 and 1979 AD 

when radiative forcing was highest during the summer.  This is basically the same result 

as Figure 5.13b, except that the Ammann et al. (2006) SAOD data were averaged from 

June to August – as opposed to May to September.  Moving one step to the left of that 

box, the column labeled MAM shows mean WI composites from the 10 years with the 

highest radiative forcing during the spring season (March to May).  Table 5.3 lists the 

actual years included in each off these composites and naturally, there is a good deal of 

overlap between the years included in the JJA and MAM examples explained above.  

However, due to the disproportionate representation of spring season eruptions during 

this time period (Table 2.1) and the fact that SAOD peaks 4 months after the time of 

eruptions (then decays relatively slowly), the columns marked JJA and SON actually 

include nearly all of the same years in their WI composites (as also reflected in their 

nearly identical responses).  Outside of the center rectangle in Figure 5.15, years included 

in the WI composites are determined by simply adding or subtracting one or two years to 

the years included in the zero year composites (inside the rectangle).  Please see the 

captions for Table 5.3 and Figure 5.15 for further details. 

 The confusing thing about this methodology is that most conventional epoch 

analyses are presented as time-series that are plotted relative to a “key date” (e.g., 

January in the year of an eruption).  Thus, a lagged response to a given phenomenon is 

reflected by persistent anomalies to the right of this key date in the time series, moving 

forward through time.  However, lagged responses in Figure 5.15 would be reflected by 

WI anomalies to the left of the center rectangle, because, in this case, it is the forcing 
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factor that is lagged relative to the response, as opposed to convention.  The results 

presented here generally confirm the hypothesized response as well as findings from 

previous sections, providing little evidence for a lagged hydroclimate response to 

maximum forcing in prior seasons or years.  These results further suggest that the timing 

and magnitude of eruptions are important factors to the process of resolving a 

hydroclimatic response in eastern China. 

It should be noted that a more traditional superposed epoch analysis was also 

attempted, with composite plots of 10-year time series generated by averaging 10-year 

segments of WI and DI data relative to January of major eruption years (e.g., Kelly et al., 

1996, Adams et al., 2003).  However, results from these analyses were marginal and no 

apparent signals were noted.  It is possible that this negative result reflects the fact that 

the summer season hydroclimatic responses resolved through the above analyses are truly 

most sensitive to maximum instantaneous radiative forcing.  Perhaps the technique of 

creating annual composites relative to January of the eruption year – as opposed to the 

actual month or season of the eruption – is problematic for this study’s focus on a 

summer season response.  This is because late summer eruptions, such as Pinatubo, can 

create significant peak radiative forcing but if that forcing has diminished significantly by 

the time of the following summer monsoon season, then the overall impact could be 

minimal for the EAM. 
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5.5. Boundary conditions  

5.5.1. Pacific SSTs as a context for Tambora era climate 

Figure 3.7 plots six different (standardized) reconstructions of the PDO index 

during the century prior to instrumental records (1750 to 1850).  The seventh time series, 

at the bottom of the figure, represents the average of all standardized indices and thus 

provides a measure of the level of agreement between these various reconstructions.  

With the exception of two decades 1) from 1750 – 1760 and 2) from 1790 – 1800, the all-

index average is relatively flat and illustrates well arguments put forth by D’Arrigo and 

Wilson (2006) that PDO reconstructions based on data from limited portions of the 

Pacific Ocean basin are unlikely to realistically capture its true pre- instrumental climatic 

history.  Still, the primary point of this brief discussion is to simply point out that the 

broad-scale context for the 1809 and Tambora eruptions – from the perspective of North 

Pacific SST boundary conditions – is not very well constrained despite numerous PDO 

reconstruction efforts (see Figure 3.7, between the vertical dashed lines). 

As discussed briefly in Chapter 2, various historical records from the eastern 

tropical Pacific indicate that 1814 and 1817 were strong and moderate El Niño events, 

respectively (Quinn et al., 1987; Ortlieb, 2000).  Also, based on sporadic early 

instrumental temperature and pressure observations, along with a wide variety of 

historical writings, Chenoweth (1996) concluded that La Niña conditions prevailed 

during the winter of 1815/1816.  Given that summers following El Niño winters are 

generally drier in northern China (Chang et al., 2000a), an assumption of linearity in this 

teleconnection pattern suggests that wetter conditions could be expected in northern 

China following La Niña winters, including during the summer of 1816.   
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This issue of linearity deserves further discussion because most researchers 

studying teleconnections between ENSO and hydroclimate in eastern China pay 

particular close attention to the El Niño response but do not generally consider the 

regional response to La Niña.  Yet, there is some compelling evidence in support of 

linearity.  Primarily, statistically significant results in Figure 4.25 – wherein composites 

of monthly regional monsoon index anomalies were computed separately during opposite 

phases of the SOI – illustrate that the regional dynamical response to ENSO appears 

linear.  For example, notice that indices with significant anomalies during El Niño years 

(e.g., WPSHz, Figure 4.25a) typically reflect an equal and opposite response during La 

Niña years.  Furthermore, results from Song (1998) show that modes of wetness/dryness 

variability in eastern China correlate significantly with the Southern Oscillation Index 

(1851 – 1980), which obviously represents both cold (La Niña) and warm (El Niño) 

phases of the ENSO cycle.  So, evidence for the occurrence of a La Niña event during the 

winter preceding the unusually wet summer of 1816 (Huang, 1992), is certainly worth 

noting in the context of the present study. 

 

5.5.2. South China Sea marine air temperatures from 1808 - 1827 

 Available marine air temperature (MAT) observations from the South China Sea 

(SCS) provide the best available direct measurement of regional climate sensitivity to the 

1809 eruption of unknown origin and the subsequent Tambora eruption in April, 1815.  

Figure 5.16 shows that seasonal mean cooling in the SCS region averaged between 1 to 

2°C following each of these eruptions.  This figure also plots the total number of 

temperature measurements corresponding to each seasonally averaged MAT anomaly.  
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Coincidentally, the greatest number of observations was made following the Tambora 

eruption, providing a relatively greater constraint on the actual MAT response to that 

event.  These results are generally consistent with annually averaged MAT anomalies 

from thousands of individual measurements made throughout the tropics; however, not 

surprisingly, the magnitude of cooling in Figure 5.16 appears to be slightly greater than 

the average response calculated over larger regions (Chenoweth, 2001). 

 

5.5.3. Tibetan Plateau snow cover and temperature  

As noted in the Chapter 2, it is hypothesized that a decrease in short-wave 

radiation caused by increased SAOD could depress melting and effectively increase the 

persistence and average depth of snowcover on the Tibetan Plateau.  This is important 

because recent studies have linked snow depth variability in the vicinity of the Dunde Ice 

Cap with spring and summer rainfall across eastern China.  Specifically, variations in 

northeastern Tibetan Plateau snow depths during the winter and spring seasons are 

positively correlated with summer rainfall in the YRV and inversely correlated with 

summer rainfall in northeastern China – also, to a lesser degree, with rainfall in 

southeastern China (Quin et al., 2003; Zhang et al., 2004).  The author is not aware of any 

published studies examining the effects of stratospheric aerosol forcing from volcanic 

eruptions on snowcover or snow depth on the Tibetan plateau.   

To help answer this question, a composite analysis was conducted by averaging 

high-pass filtered Dunde An values during years (Jan. – Dec.) in which Ammann et al. 

(2006) SAOD forcing is in the top 96th percentile during the period from 1801 – 1986 

(N=7).  A parallel analysis was also conducted with respect to high-pass filtered d18O 
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data.  Figure 5.17 plots the filtered (a) An and (b) d18O time series along with reference 

markers for the high forcing years included in these composite analyses.  Figures 5.17(c) 

and (d) respectively display composite analysis results, revealing a statistically significant 

decrease in net accumulation and a slight – though statistically insignificant – reduction 

in d18O values during high forcing years.  To further test the significance and stationarity 

of this response, the same analyses were conducted separately during early (1801 – 1879) 

and later (1880 – 1986) sections of the ice core records (Figures 5.17(c) and (d)).   

The year 1880 was chosen as a record bifurcation point because Davis et al. 

(2005) noted a “mode shift” in northeastern Tibetan Plateau climate around this time.  

During the Little Ice Age – prior to ~1880 – the Dunde An and d18O records varied 

largely out of phase with one another and exhibited significant differences in terms of 

their spectral frequencies.  However, post ~1880 these records varied largely in phase 

with one another and their power spectra were in much closer agreement.  Davis et al. 

suggested that the 1880 mode shift represented a transition from LIA to present-day 

conditions, where analyses of modern instrumental records confirm that cold years are 

generally also dry years on the Tibetan Plateau, and visa versa (Niu et al., 2004). 

Results from the An and d18O composite analyses should be considered in the 

context of this mode shift.  It should first be noted that, though statistically insignificant, 

the d18O response is generally negative (Figure 5.17(c)), indicating a weak tendency 

toward cooling following major tropical eruptions.  Figure 5.17(c) suggests that annual 

net accumulation decreases significantly in response to volcanic forcing, particularly 

following the eruptions of Krakatau (1883) and Santa Maria (1902).  Though contrary to 

the originally hypothesized response, this result is not surprising because, as noted above, 
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less precipitation generally occurs during colder years (Niu et al., 2004).  Given the 

especially low average annual net accumulation rate on the Dunde Ice Cap (44 cm/yr, 

w.e.; Davis et al., 2005), it also makes sense that snowcover extent and persistence would 

be more limited by total snowfall than by average air temperatures.  Finally, it is 

interesting to note that the An response was generally weaker and statistically less 

significant during the period prior to 1880, which is consistent with the notion that 

temperature and snowfall variations on the Dunde Ice Cap were relatively more in sync 

during the LIA (Davis et al., 2005). 

 

5.6. Synopsis 

 Results from this study are in strong agreement with previous studies in finding 

that the occurrence of El Niño events during years following major tropical eruptions 

during the late 20th century significantly complicates efforts to deduce anything 

approaching a “pure” volcanic signal.  Global-scale teleconnection patterns associated 

with ENSO include both zonal (e.g., Hadley circulation) and meridional (e.g., Southern 

Oscillation) components of global-scale atmospheric circulation. 

Results from analyses of monthly zonal mean vertical wind shears (Figure 5.5) 

generally support the hypothesis that explosive tropical eruptions cause a weakening of 

global Hadley circulation.  The overall strengthening of Hadley circulation that is 

characteristic of El Niño years was shown to be relatively dampened in the hemisphere in 

which the eruption occurred.  This effect was most evident in the SH cell following the 

Agung eruption, whose short-wave forcing was relatively much greater in the Southern 

Hemisphere (Robock, 2000) and whose concurrent El Niño event was relatively weak.  
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Given the small sample size included in this observational portion of the study it will be 

beneficial to further explore this question using the CSM in Chapter 6.  Unfortunately, 

since the SAOD forcing from tropical eruptions is always applied equally in both 

hemispheres in the CSM (Ammann et al., 2003) the apparent importance of the 

hemisphere-of-origin cannot be investigated explicitly. 

The observed volcanic-hydroclimatic signal in northern China, based on DI and 

WI data is consistent with results from Huang (1992), who found that in 1816, one year 

after the Tambora eruption, flooding was common throughout the Yellow River Valley.  

Huang (1992) attributed this flooding to weaker subtropical high pressures in the western 

North Pacific during the 1811-1820 decade (Huang and Wang, 1985).  The occurrence of 

frequent flooding in the YRV during the summer of 1816 (Huang, 1992) is consistent 

with the general hydroclimatic response to most eruptions – particularly over the northern 

half of the YRV region – based on analyses of the instrumental record (CRU, 1902 – 

2002; Figure 5.8) and DI composites (e.g., Figure 5.13d).  However, the tendency for 

drier conditions to prevail over the southern half of the YRV (Figures 5.8a,b and 5.12a,b) 

under high forcing conditions likely contributes to the apparently neutral response in 

regionally averaged WI data composites (950 AD and 1999).  Meanwhile, analyses of DI, 

WI and modern instrumental records all agree that there is a tendency toward relative ly 

drier conditions and drought throughout the SEC region.  Finally, given the established 

inverse relationship between summer rainfall and SATs (Huang, 1992), this 

hydroclimatic response is consistent with results from analyses of reconstructed 

temperatures (Figure 5.11), wherein decades with higher volcanic forcing are typically 

cooler in NEC while relatively little response is noted in SEC.   
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Table 5.1.  Summers (May – Sep.) with the 98th percentile of volcanic forcing (Ammann 
et al., 2006) from the early (950 – 1469), late (1470 – 1999) and entire past millennium 
(950 – 1999).  Marked (×) are the years included in the computation of DI and WI 
average composites following explosive tropical eruptions (Figures 5.12, 5.13, and 5.14).  
The volcanic source of the forcing, when known, is also listed.  Cases with no known 
specific source were chosen because relatively large sulfate peaks were measured, and 
tephra material observed, within annually layered ice cores extracted from both Northern 
and Southern Hemisphere polar regions, indicating the occurrence of an explosive 
tropical eruption during that year (Ammann et al., 2006). 

Summer 
950- 
1469 

1470- 
1999 

950- 
1999 Volcanic Eruption 

969 ×  × --- 
1118 ×  × --- 
1168 ×  × --- 
1177 ×  × --- 
1232 ×  × --- 
1258 ×  × --- 
1259 ×  × --- 
1269 ×  × --- 
1278 ×  × --- 
1286 ×  × --- 
1453   × Kuwae, Vanuatu, SW Pacific 
1601  × × Huaynaputina, Peru 
1641  × × Parker, Philippines 
1674  ×  Gamkonora, Halmahera 
1695  × × --- 
1809  × × --- 
1815  × × Tambora, Lesser Sunda Is 
1816  × × Tambora 
1835  × × Cosiguina, Nicaragua 
1884  × × Krakatau, west of Java 
1963  × × Agung, Lesser Sunda 
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Table 5.2.  List of eruption years included in Figures 5.12, 5.13, based on criteria 
established by Adams et al. (2003; from Tables S6 and S8 in their supplementary 
material). 

Eruption Criteria IVI M-L IVI Large  VEI M-L VEI Large 

Time Period 
 1650-
1980 

1650-
1980 

1650-
1980 

1650-
1980 

# of eruptions 25 12 31 13 

Eruption Years  1660 1665 1661 1671 
  1665 1674 1665 1673 
  1674 1694 1674 1680 
  1694 1712 1680 1745 
  1712 1747 1720 1768 
  1721 1808 1745 1772 
  1728 1815 1756 1812 
  1747 1831 1760 1814 
  1753 1835 1761 1815 
  1775 1884 1764 1835 
  1789 1903 1768 1869 
  1795 1963 1791 1884 
  1808  1793 1951 
  1813  1803   
  1815  1808   
  1824  1812   
  1831  1813   
  1835  1814   
  1862  1815   
  1884  1818   
  1890  1823   
  1903  1835   
  1929  1884   
  1963  1899   
  1969  1902   

    1911   
    1917   
    1943   
    1951   
    1963   
      1968   
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Figure 5.1.  SAGE II Stratospheric aerosol optical depth measurements from the period 
before and after the eruption of Mount Pinatubo, on June 15, 1991 (Source: Self et al., 
1996; public domain). 
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Figure 5.2.  Annual time series of SAOD (from Figure 3.12) averaged from January to 
December over the tropical region (24°N to 24°S).  The dashed line illustrates an 
arbitrary threshold (the 99th percentile) to select a sampling of years with high forcing, for 
subsequent model and observational composite analyses. 
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Figure 5.3.  The observed monthly AO anomaly during high volcanic forcing months 
(1899 - 1999; n = 6/ month).  Monthly composites include data from years following 
Santa Maria (1902), Agung (1963), El Chichón (1982) and Pinatubo (1991).  Gray 
vertical bars represent the 95% confidence interval of the true mean in each month.   
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Figure 5.4.  Global, monthly, zonally averaged land precipitation-rate (mm/day) from 
60N to 60S (left) (CRU data).  Composites of monthly precipitation-rate anomalies 
during the four months between 1902 and 1999 with the highest (96th percentile of 
SAOD; n = 4/month) forcing during this era (right).  Based on individual student’s t-tests, 
statistically significant positive and negative anomalies are highlighted with red and blue 
shading, respectively.  The 90, 95 and 99% confidence levels are associated with the 
lightest, medium and darkest color shading, respectively. 
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Figure 5.5.  (a) Observed monthly zonal mean vertical wind shear from 60°N to 60°S, 
averaged over all longitudes (ident ical to Figure 4.22), in m/s units.  Vertical wind shear 
is defined as the difference between meridional wind velocity at 200 hPa and the same at 
850 hPa.   (b) Zonal mean vertical wind shear anomalies during the 10 years between 
1948 – 1999 with the lowest average SOI values (~El Niño conditions).  (c) Composite 
mean vertical wind shear anomalies during high forcing months following the Agung, El 
Chichón and Pinatubo eruptions (n = 3/month).  Monthly vertical wind shear anomalies 
are also plotted during individual years with high forcing following the (d) Agung, (e) El 
Chichón and (f) Pinatubo eruptions.  Statistically significant results in (b) and (c) are 
highlighted by red and blue shading, as in Figure 5.4.  Contour intervals are 0.1 m/s for 
(b) and 0.2 m/s for Figures (c – f). 
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Figure 5.6.  Contour plots show composites of winter and summer SAT anomalies during 
five high volcanic forcing years from 1948 to 1999, based on NCEP reanalysis data (top 
two panels).  Positive, negative and zero anomalies correspond with solid, dotted and 
solid bold contours, respectively (intervals = 0.5°C).  The bottom panels show results 
from an identical analysis, except that NCEP data were first filtered with a 10-year 
Lanczos high-pass filter and the SOI signal was linearly removed at each grid point 
(similar to Robock and Mao, 1995). Statistically significant anomalies are highlighted by 
red and blue shading, as in Figure 5.4. 
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Figure 5.7.  Composites of (a) winter and (c) summer surface air temperature anomalies 
during high volcanic forcing years during the period from 1902 and 1999, based on 
unfiltered CRU data.  Panels (b) and (d) show results from an identical analysis, except 
that CRU data were first filtered with a 10-year Lanczos high-pass filter and the SOI 
signal was linearly removed at each grid point.  See color bar for scale; solid contour 
intervals are added at 0.5°C intervals.  DJF composites include: 1903, 1904, 1964, 1969, 
1983 and 1992 (n = 6). JJA composites include: 1903, 1963, 1982, 1991, and 1992 (n = 
5). 
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Figure 5.8.  Same as Figure 5.7 except for precipitation rate, plus line contours were 
added at 0.5 mm/day intervals. 
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Figure 5.9.  Composite monthly index anomalies throughout the annual cycle (January - 
December) during high volcanic forcing conditions.  Composites are computed during 
months concurrent with the top 5th percentile of SAOD during the period from 1948 - 
1999 (n = 3/ month).  Vertical grey error bars represent the 95 percent confidence 
intervals for the true mean during each month (based on 2× the standard error). 
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Figure 5.10.  Same as Figure 5.9, but with the SOI signal linearly removed from each 
index during each month.  
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Figure 5.11.  Time-series of decadally averaged tropical (24°N – 24°S) SAOD forcing 
(red) along with various temperature reconstructions for the East Asian region.  Time-
series in the top figure represent seasonal (DJF, JJA) and year-round (ANN) mean 
temperatures in the greater Beijing region (Wang, 1991, purple, blue, and orange), 
although one record (green) represents winter half-year temperatures throughout a larger 
area of northeastern China, including the middle and lower reaches of the Yangtze and 
Yellow River Valleys (Ge et al., 2003).  In the bottom panel, three of the time series 
likewise represent seasonal (DJF, JJA) and year-round (ANN) mean temperatures 
throughout a relatively limited region of southeastern China (Wang and Wang, 1990, 
purple, blue and orange), while the fourth record (green) is based on an area-weighted 
multi-proxy year-round temperature reconstruction for the entire East Asia region (Yang 
et al., 2002).  R-values show results from correlation analyses between each of the 
respective temperature series and the SAOD index at the top of each panel. 
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Figure 5.12.  Average DI anomalies during (a) summers or, (b) years with high volcanic 
forcing.  As reflected on the color-scale, positive DI anomalies suggest more frequent 
drought (red) while negative DI anomalies indicate more frequent flooding (blue).  Panel 
(a) illustrates the DI response during eruption years defined by Ammann et al. (2006) 
SAOD data, during the period from 1470 to 1979 (N = 10; Table 5.1).  Panel (b) 
illustrates the DI response during eruption years defined by IVI data, between 1650 and 
1979 (N = 12; Table 5.2).  The diameter of each circle is proportional to the total number 
of years (N) included in each composite.  Only sites with data available for at least 5 
eruptions are shown.  Circles with black outlines are significant with at least 95% 
confidence, based on individual student t-tests. 
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Figures 5.13.  Frequency of drought (left) vs flood (right) occurrences during summers 
(top) (MJJAS) or years (bottom) with high volcanic forcing.  Results are in percent units, 
expressing the frequency with which eruptions years are characterized by drought or 
severe drought (DI = 4 or 5) vs. flood or severe flood (DI = 1 or 2).  The top two panels 
illustrate the DI response during eruption years defined by Ammann et al. (2006) SAOD 
data, during the period from 1470 to 1979 (N = 10; Table 5.1).  The bottom two panels 
illustrate the DI response during eruption years defined by IVI data, between 1650 and 
1979 (N = 12; Table 5.2).  The diameter of each circle is proportional to the total number 
of years (N) included in this analysis.  Only stations with data available for at least 5 
eruptions are shown.  Stations where drought (or flood) is at least three times as likely 
during high forcing years are outlined in black 
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Figure 5.14.  The stationarity and significance of the hydroclimatic response to the 
highest (top 98th percentile) summer (MJJAS) volcanic forcing conditions during the 
period from (a) 950 – 1469 AD, (b) 1470 – 1999 AD, and (c) over the entire period of the 
WI record.  Composite WI anomalies (red diamonds) are shown for NEC (top), the YRV 
(middle), and SEC (bottom).  Error bars (grey horizontal lines) represent 95% confidence 
intervals for the true mean of each composite.  The specific years included in each WI 
composite are listed in Table 5.1 
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Figure 5.15.  As in Figure 5.14, composite WI anomalies (red diamonds) are shown for 
three regions (NEC, YRV, and SEC) during years selected according to seasons with 
peak (top 98th percentile) Ammann et al. (2006) SAOD forcing.  Composites highlighted 
by the solid vertical rectangle illustrate average WI anomalies during years with the 
highest SAOD forcing during the months of June – August (simultaneous with the 
response season).  Within the dashed vertical rectangle, years included in WI composites 
were selected for having the top 98th percentile of SAOD forcing during each of the other 
three seasons (Dec. – Feb.; Mar. – May.; Sep. – Nov.; in the same year as the response 
season).  Outside of the vertical rectangles, years selected for inclusion in WI composites 
are one or two years earlier (right) or later (left) than the years within the vertical 
rectangles.  For example, all years included in WI composites marked “MAM+1” (left) 
are exactly one year after those included in composites marked “MAM,” allowing an 
assessment of a possible one year lagged response to forcing in that season.  Likewise, all 
years included in WI composites marked “MAM-1” (right) are exactly one year before 
the peak forcing and therefore generally before the eruptions (see text for more details).  
The specific years included in each WI composite are listed in Table 5.3. 
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Figure 5.16.  Time series line plots show adjusted MAT anomalies seasonally averaged 
and combined from four grid cells in the South China Sea (0° – 20°N).  The histogram at 
top counts the total number of MAT measurements that were originally taken and then 
included into each seasonal average.  Since less confidence can be placed in seasonal 
means containing fewer actual measurements, each point in the 5-season running mean 
(light blue line) was weighted by the total number of measurements in each of the 
respective individual season values (dark blue line).  MAT anomalies are expressed in 
degrees Celsius relative to long-term seasonal mean anomalies during the period from 
1820 and 1825 AD.  See Chapter 3 and Table 3.2 for more details.   
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Figure 5.17.  Four panel plots show Lanczos high-pass filtered time series for the a) An 
and b) d18O records from the Dunde Ice Cap (Davis et al., 2005) plus, a test of the c) An 
and d) d18O response to volcanic forcing.  Red bars at the bottom of (a, b) mark years 
(Jan. – Dec.) in which Ammann et al. SAOD forcing is in the top 96th percentile during 
the period from 1801 – 1986 (eruptions: unknown, Tambora, Cosiguina, Krakatau, Santa 
Maria).  Stationarity and statistical significance of the c) An and d) d18O response is 
shown in the bottom plots.  Red diamonds show composite averages while grey 
horizontal lines represent 95% confidence intervals for the true composite means over the 
beginning (1801 – 1879), end (1880 – 1986) and entire period of record (1801 – 1986).  
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CHAPTER 6 

GLOBAL CLIMATE MODEL ANALYSIS 

 This chapter has two main sections: model validation and the response to volcanic 

forcing.  The first part is mostly focused on assessing the extent to which the CSM1.4 

realistically simulates summer climate in eastern China.  This includes some simple tests 

of model biases with respect to the observed mean climate state, but the emphasis is on 

the regional and large-scale processes and boundary conditions that control interannual 

hydroclimate variability.  The second part considers how well the model is able to 

reproduce the observed EAM response to volcanic aerosol forcing.  Through ana lyses 

and discussion the model is used as a tool for exploring possible mechanisms for 

observed responses. 

 The climate model simulations that form the basis for analyses in this chapter 

were originally run by Caspar Amman and results were kindly shared with the author for 

the purposes of this research.  Two 1,150 year simulations were conducted – one control 

and one with full forcing – with the CSM1.4, which is a coupled AOGCM adapted from 

the NCAR CSM1 by Boville et al. (2001) for the purpose of transient paleoclimate 

simulations.  The “Millenium Simulation” was run with incrementally-changing best 

estimates of radiative forcing from natural and anthropogenic sources for the period from 

850 – 1999 AD (Ammann et al., 2006).  A “control simulation” was also conducted over 

the same time period, starting with identical initial conditions but with no external 

radiative forcing.  For additional details regarding the model configuration and forcing 

procedures, see section 3.4. 
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Recall from Chapter 1 (Figure 1.1) that output from the “hind-cast” Millennium 

simulation realistically replicated the observed time-evolution of global mean surface air 

temperatures from 1000 -1999 AD.  Thus, analyses conducted with Millennium 

simulation output are considered more-or- less directly comparable with observed climate 

during this time period.  Note that the control simulation was used as a baseline for 

natural, unforced climate variability.  Thus, all t-tests computed in section 6.3 (response 

to volcanic eruptions) were conducted with respect to the long-term means and variations 

in the control simulation, over comparable periods of time for each analysis.   

Finally, it should be noted that short portions of the Millenium and control 

simulations have been subsequently re-run and saved at 6-hour time steps to provide 

boundary conditions for regional paleoclimate simulations with the SUNYA ReCM (see 

Chapter 7 for details).  These runs were initiated with boundary conditions from the 

Millennium and control simulations and thus replicate those experiments over their short 

simulation periods.  Of particular interest, however, is that certain radiative flux data, 

which were not accessible to the author from the original Millennium run, were saved 

from a short Tambora-era simulation (1808 – 1819 AD).  Thus, the radiation calculations 

conducted in section 6.3.1. were based on output from two shorter 12-year Tambora era 

simulations, one with full (“Millennium”) forcing and one with only volcanic forcing 

removed (control). 

 

6.1. Regional-scale CSM validation 

Figures 6.1 – 6.4 compare observations with model output for mean-state climate, 

with a particular focus on summer conditions.  To better illustrate the spatial distribution 
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of model biases with respect to several surface and upper- level diagnostic variables, 

differences were computed by subtracting observed seasonal mean values from simulated 

mean values.  However, since these data are not from a common grid, the model data 

were first regridded (interpolating to a smooth quintic surface, using IDL software) to the 

same grids as observations. 

 

6.1.1. Spatial biases at the surface 

Model biases of JJA surface temperature (Figure 6.1(a)) are minor in central 

eastern China, with positive biases to the south and increasingly negative biases to the 

north.  Also, the largest surface temperature biases occur over the Tibetan Plateau, where 

the relatively coarse model has a lower plateau elevation and does not generally capture 

the topographic detail found in nature, or in the NCEP reanalysis simulations.  Modeled 

SST biases (Figure 6.1(c)) are relatively small, generally ranging from –2 to +2 °C in the 

Indian and Pacific Oceans.  Biases in the SCS and subtropical Western Pacific – in 

closest proximity to China – are slightly positive. 

Model biases in JJA precipitation rate (Figure 6.1(b)) – compared with CMAP 

precipitation – are very large in northern China, which is actually an arid to semiarid 

region.  This is common for coarse resolution GCMs (Liang et al, 2001; Kang et al., 

2002), where the spectral representation of regional topography induces unrealistic 

convective precipitation in the lee of the Tibetan Plateau.  This problem is known to 

improve in models with higher spatial resolution; as the topography becomes more 

realistic, so does the spatial distribution of mean precipitation (Kobayashi and Sugi, 

2004; Ping Lu, personal communication).  There are also significant negative 
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precipitation biases throughout southern China, from 18° to 25°N, which is also true at 

most longitudes throughout this region. 

Another important aspect of precipitation in eastern China is intra-annual 

variability which is dominated by the East Asian monsoon cycle.  Figure 6.2 captures the 

average annual cycle of monthly mean precipitation in eastern China, comparing 

observations (CMAP) with model output.  Here, monthly precipitation is zonally 

averaged, from 105° - 123°E, and then plotted from 10 – 50°N in Hovmoller diagrams.  

The top two panels show average mean precipitation as a rate (in mm/day) while the 

bottom panels present the same monthly data as a percentage of the long-term annual 

mean at each latitude.  In terms of absolute values (top two panels of Figure 6.2), positive 

biases are apparent in the north while negative biases are apparent from 18° to 25°N.  

However, the bottom two panels are more similar, suggesting that the model captures the 

seasonal cycle of precipitation reasonably well, with peak rainfall in July throughout 

northern China.  Also, the northward progression of maximum rainfall from spring 

through summer (i.e., the Mei-yu rain belt) is simulated realistically, although this 

happens a month or two too early and is shifted northward in the model (also noted by 

Liang and Wang, 1998). 

Finally, Figure 6.3 compares monthly Eurasian snowcover from NOAA satellite 

observations with a similar product from the model.  Note that the only saved snow-

related model output variable is water equivalent snow depth.  So, lacking model data 

that are directly comparable to observed snowcover, daily water equivalent snow depths 

were converted to monthly percent snowcover values for the purpose of this qualitative 

visual comparison.   This was done by iteratively adjusting the minimum amount of daily 
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water equivalent snow depth that was required to assign, or not assign, snowcover to a 

grid cell during a particular day.  Monthly percent snowcover values were then derived 

from the daily data.  Results illustrate the simple point that snowcover over northern 

Eurasia is relatively well simulated by the model throughout the year, but warm surface 

temperature biases over the Tibetan Plateau result in the model significantly 

underestimating the length of the snowcover season in the later region.    

 

6.1.2. Spatial biases in upper-air circulation 

In Figure 6.4, the summer season (JJA) upper- level westerly Jet Stream, 

illustrated by 200 hPa zonal winds (200u), is shown to be well represented by the model 

in terms of its mean latitudinal location; however the strength of the Jet is overestimated 

by up to 10 m/s (~30%).  The WPSH, defined here by the 500 hPa GPH (500z ) 5870m 

contour, is resolved by the model however pressure levels in this region of the Pacific are 

generally overestimated.  A lower- level westerly Jet, seen in the 850 hPa wind vector 

(850uv) field, is also captured by the model, including the northward redirection of this 

Jet in the vicinity of the SCS.  This is a very important feature for the model to simulate 

correctly because these southerly winds are largely responsible for moisture transport 

from the SCS into eastern China and their strength is closely related to regional 

precipitation (Chapters 2 and 4).  However, southerly lower- level water vapor transport in 

this region is associated with the intensity and location of the WPSH, and the exaggerated 

strength of this important boundary condition is very likely linked to the weakness of 

modeled precipitation in southeastern China and to easterly model biases, at 850 hPa, 

during the summer season.   



219 

Model biases with respect to vertical velocity (omega) are consistent with 

anomalously strong subtropical high pressure at 500 hPa, indicating that tropical Hadley 

Cell circulation is unrealistically strong in the CSM1.4 (Dai et al., 2001b).  An overactive 

Hadley cell would also help explain the aforementioned negative precipitation at all 

longitudes from 18° to 25°N and positive anomalies closer to the equator, at ~10°N 

(Figure 6.1(b)).  The question of model skill with respect to Hadley circulation is also 

revisited later in this chapter. 

 

6.2. Regional-scale precipitation variability 

Chapter 4 describes a principal component analysis (PCA) procedure that was 

used to objectively identify regions in Eastern China with common modes, or shared 

spatial patterns, of interannual variability.  When the same PCA is performed on modeled 

(CSM1.4) precipitation the results (Figure 6.5) are similar to those found with respect to 

observations (Figure 4.4), except that the loadings from the first PC of observed 

precipitation are better matched with the second PC of precipitation in the model, and 

visa versa.  These results are very encouraging, suggesting that spatial patterns of 

simulated and observed summer regional rainfall variability display a common zonal 

structure.  It is interesting that this occurs despite the significant aforementioned model 

biases with respect to the mean state of summer precipitation in China.  Thus, to reflect 

this zonal pattern of variability and to be consistent with the precipitation regions 

assigned for observational data analyses, the second PC of modeled precipitation was 

used to delineate three zonal regions for CSM data (Figure 6.5).  For the following 

discussion, regional indices of modeled summer precipitation share similar nomenclature 
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as observations: southeastern China (SECm), Yangtze River valley (YRVm), 

northeastern China (NECm).  

 

6.2.1. “Wet minus dry” maps 

 Following procedures described in section 4.1.3, composite plots are generated 

based on the differences between mean conditions during wet years minus dry years; 

results illustrate spatial patterns of upper air circulation associated with regional 

precipitation variability (Chang et al., 2000a).  Figures 6.6, 6.7 and 6.8 show analysis 

results derived from standardized time series of regionally averaged JJA rainfall from 

SECm, YRVm and NECm, respectively.   

For SECm, the CSM does very well compared with observations in the following 

regards (compare Figures 6.6 with Figure 4.5).  Summer rainfall in SEC occurs when 

there is low-pressure aloft and high pressure anomalies centered over northern China, at 

500 hPa.  Local low-pressures are associated with a stronger lower- level westerly jet over 

the Indochina peninsula and cyclonic circulation in the immediate vicinity of SEC, at 850 

hPa.  Upper- level jet anomalies at 200 hPa are positive over the southern coast and 

slightly negative over NEC.  However, beyond these somewhat local associations 

between SEC summer rainfall and atmospheric circulation, commonalities between 

simulated and observed wet-minus-dry maps diminish significantly. 

Wet-minus-dry maps for the YRVm are remarkably similar to observations 

throughout most of this East Asian regional domain (compare Figures 6.7 with Figure 

4.6).  Firstly, the observed out of phase relationship between YRV rainfall and 

precipitation over Taiwan and the nearby tropical west Pacific region is well captured by 
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the model.  Also, there is a clear strengthening of the WPSH at 500 hPa and an associated 

weakening of the westerly tropical jet at 850 hPa.  These conditions favor stronger 

southerlies over SEC, increasing low-level moisture advection from the SCS.  The spatial 

distribution of modeled 200 hPa zonal wind is also similar to observations, however the 

region-wide zonal structure of anomalies in this field are relatively more pronounced in 

observations. 

For NECm, there are remarkably fewer commonalities with observation-based 

wet-minus-dry maps (compare Figures 6.8 with Figure 4.7).  In observations there are 

only slight 850 hPa wind anomalies, hinting at moisture advection from the SCS and the 

immediately adjacent western Pacific.  However, in the model there are relatively much 

greater southerly wind anomalies, perhaps reflecting that the model-simulated large 

positive precipitation biases in the north can only be maintained through extensive 

moisture advection from the SCS.  However, it is also worth keeping in mind that 

observed wet-minus-dry maps for the NECo were generally not very spatially coherent; 

suggesting that there is relatively less year-to-year consistency in terms of the climatic 

conditions that control observed hydroclimate variability in the north, compared with the 

other two regions. 

 

6.2.2. Regional-scale monsoon indices 

 Complementing wet-minus-dry map analyses, this section widens the scope of 

this study’s validation of the CSM with respect to regional-scale climate variability.  

Beyond the somewhat local-scale processes that may contribute to surface hydroclimate 

variability in eastern China, the dynamics of the broader East Asian monsoon system are 
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also of considerable interest.  Thus, the regional monsoon indices – introduced in Chapter 

4 – provide a somewhat simplified but objective framework for considering model skill 

with respect to these various components of a very complex and dynamic system.  In a 

generally qualitative manner, monsoon indices are used to test how well the CSM 

realistically simulates observed 1) monthly climatologies, 2) correlation patterns with 

respect to surface climate, and 3) interrelationships with other indices.  

Figure 6.9 plots monthly climatologies of all six regional monsoon indices from 

observations (solid) and the CSM (dashed).  Despite a few obvious year-round biases, it 

is clear that the model generally captures the timing and magnitude of the annual cycle of 

all six indices.  For example, biases in the WPSHz and OKHI indices reflect of 

anomalously high atmospheric pressure heights in the tropics and subtropics and 

anomalously low pressures at high latitudes, respectively (Figure 6.4).  Biases in the 

LSTD – an index based on the thermal contrast between the land and adjacent ocean – 

generally reflect slightly positive regional SST biases and negative land temperature 

biases (Figure 6.1).  The seasonal transition from summer to winter monsoon conditions 

may be roughly measured by a shift in the SMI from negative to positive.  Thus, it 

appears that this transition happens about one month too early in the model.  One final 

noteworthy model deficiency is that the EAJSI plateaus near 40 m/s throughout the 

summer months while this jet weakens to 25 m/s during the peak of the summer 

monsoon, in July.  This bias may be attributable to the anomalously strong meridional 

pressure gradient that exists during this season in the model, which may occur at most 

latitudes but appears to be particularly strong at these longitudes (120° – 150°E, Figure 

6.4). 
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 Figures 6.10 & 6.11 plot spatial correlation patterns between seasonally averaged 

time series of monsoon indices (DJF and JJA) and surface climate variables (surface air 

temperature and precipitation), illustrating the significance of each index with respect to 

regional surface climate.  Note that the OKHI index is not shown here because analysis 

results from the model were exceptionally poor and not, otherwise, noteworthy.  For 

comparison, results from observational analyses (CRU; Figures 4.10 – 4.15) are 

replicated in Figure 6.10 while results based on model output (CSM; 850 - 1999) are 

plotted in Figure 6.11.   

 Focusing first on winter (DJF) conditions over eastern China, the model 

simulation appears to be remarkably realistic, particularly with respect to temperature.  

With the exception of the WPSHz and WNPMI indices, the model simulates the correct 

sign of regional correlations and captures well many specific regional details in terms of 

the spatial distribution of observed correlation patterns.  For example, the winter SMI is 

negatively correlated with precipitation throughout eastern China although a slight 

positive correlation pattern is apparent in the far southwest.  Meanwhile the winter SMI is 

negatively correlated with temperatures region-wide, including the Korean Peninsula and 

Japan.  Each of these details is replicated by the model. 

In the summer season (JJA), success in terms of model skill is generally more 

mixed according to a few different measures (compare Figures 6.10 with 6.11).  First, 

with regard to precipitation only, it could be argued that the model does get the correct 

sign of many regional correlation patterns; however, the spatial distributions of those 

patterns are often shifted to the north or south of their locations in observational analyses.  

For example, observed CRU precipitation in the YRV is positively correlated with the 
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WPSHz index; however, in the model this pattern is wider and expanded to include much 

of the YRV and NEC regions.  On the other hand, observed negative correlations over 

SEC are reliably simulated by the model.  Another example: observed CRU precipitation 

in NEC is negatively correlated with the SMI; meanwhile, in the model this pattern 

extends much further south and observed positive correlations in the south are not 

captured at all.  Close visual inspection of results from the simulated LSTD and EAJSI 

indices tell a very similar story.  Simulated summer correlation patterns with respect to 

the WNPMI are nearly identical (but of the opposite sign) to those for the WPSHz index; 

this is also basically true for observations.  

However, a potentially more significant concern regarding simulated JJA surface 

hydroclimate is apparent from Figure 6.11, when results from the already-discussed 

precipitation analyses are compared with temperature analysis results.  As discussed in 

Chapter 4, the observed JJA temperature correlation patterns track closely with observed 

precipitation patterns; typically, exceptionally wet conditions are accompanied by 

anomalously high cloud cover, which blocks incoming shortwave/ solar radiation, 

preventing surface heating and lowering air temperatures.  Yet, the inverse relationship 

between precipitation and surface air temperature, which is consistently observed in 

nature throughout eastern China, is not really apparent in the model.  This result likely 

reflects an endemic problem with AOGCMs, in which clouds and rainfall are necessarily 

parameterized and resulting impacts on radiation and surface air temperatures are 

notoriously problematic (IPCC, 2001). 

 The final test of model skill using the regional monsoon indices involves 

assessing interrelationships between them.  To begin broadening the scope of this model 
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assessment even further, the regional indices are also compared with respect to Hadley 

cell and other global-scale climate indices.  Tables 6.1 and 6.2 are correlation matrices 

displaying results from simple pair-wise correlation analyses during the summer (JJA) 

and winter (DJF) seasons, respectively (compare with Tables 4.2 and 4.5), covering the 

simulation period from 1948 – 1999.  In general, it is found that observed index 

interrelationships are simulated with greater consistency during the winter season, 

compared to summer.  While many of these results confirm conclusions reached earlier in 

this section, a few specific observations are noteworthy. 

In both observations and the model, the winter WPSHz index is positively 

correlated with the Hadley Cell index (HCIN-sf) and inversely correlated with the SOI, 

with high levels of statistical significance (p-value <0.001).  In both observations and the 

model, the two different Hadley Cell indices are highly correlated within their own 

respective hemispheres during the winter season.  The model also correctly simulates 

high positive correlations between the Global and East Asian subtropical jet indices 

during winter and summer.  It is worth noting – something that will be revisited later in 

this chapter – that the CSM captures the observed, inverse relationship between the PDO 

and SOI in the winter and summer seasons (although this relationship is notably weaker 

in the model).  Also, interrelations between the WPSHz index, the WNPMI and summer 

precipitation in the YRV is apparently captured very well by the model. 

Finally, some particular model deficiencies during summer are worth pointing 

out.  Variations in the simulated OKHI index display none of the statistically significant 

teleconnections that are observed in nature.  This result suggests that the model is not 

likely to correctly capture observed links between high latitude blocking patterns and 
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summer rainfall over eastern China (e.g., Samel and Liang, 2002).  Also, the observed 

inverse correlation between a NH Hadley cell index (HCIN-sf) and YRV rainfall (r = -

0.46) is completely missed by the model (r = 0.27). 

 

6.3. Global-scale CSM validation 

 In the final stage of this global model assessment, regional rainfall variability 

from eastern China is considered in the broadest possible context through spatial 

correlation analyses with respect to global-scale pressure patterns and SST variability.  

Then the CSM is tested for its ability to realistically simulate some of the more prominent 

observed large-scale teleconnection patterns and global-scale modes of coupled ocean-

atmosphere variability (ENSO, AO, and PDO). 

  

6.3.1. Teleconnections  

  First, global-scale patterns of pressure variability are examined by correlating 

summer rainfall time series from NECm, YRVm and SECm with 500 hPa GPHs (Figure 

6.12).  Comparing these results with Figure 4.19 provides a qualitative gauge of how far 

beyond the immediate vicinity of East Asia the model can simulate observed atmospheric 

pressure-related teleconnection patterns.  For NEC, it has already been established that 

the atmospheric circulation processes controlling precipitation variability in that region 

were somewhat tenuously defined by observational analyses conducted in this study.  

Thus, it is not particularly surprising that associated pressure patterns seen in 

observations do not match well with those simulated by the model.  Still the dissimilarity 

between the top panels of Figure 6.12 and Figure 4.19 is somewhat striking. 
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On the other hand, the model appears relatively more skillful with respect to 

surface hydroclimate variability further to the south.  For broad global regions, pressure 

variability linked to summer rainfall variations in the YRV are typically of the opposite 

sign to those linked with rainfall in SEC.  This is particularly true for pressure va riations 

at the western edge of the WPSH and throughout Eastern Asia, the North Pacific and 

North America.  These interpretations generally apply for both modeled and observed 

climate variability. 

Figure 6.13 spatially plots correlations between SST variability and summer 

rainfall time series from NEC, YRV and SEC.  Comparing these results with Figure 4.20 

provides a qualitative measure of how well the CSM simulates local and broad-scale SST 

anomaly patterns linked with precipitation variability in eastern China.  For NEC, there 

are clearly several dissimilarities between the CSM simulation and observations.  

However, some of the broad-scale patterns agree, such as negative and positive 

correlations in the eastern tropical Pacific and North Pacific, respectively.  For the YRV 

and SEC there are somewhat parallel broad-scale similarities between observed and 

simulated SST correlation patterns, some of which qualitatively suggest ENSO-like 

modes of SST variability in association with surface hydroclimate in East Asia. 

On the more local-scale, simulated rainfall variability in the YRV is realistically 

positively correlated with SSTs in the SCS, but, unlike observations, inversely correlated 

with SSTs in the Philippine Sea.  Similarly, SST variability in the SCS and northern 

Indian Ocean are realistically inversely related to SEC rainfall, but the sign of the 

correlations over the Philippine Sea is positive, contrary to observations.  These results 

help to explain why highly significant observed correlations between E. China rainfall 
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variability and the LSTD index (which is preferentially weighted toward Philippine Sea 

SSTs) are not realistically captured by the model (compare Figure 6.10 with Figure 6.11). 

 

6.3.1.1. Arctic oscillation  

Figure 6.14 illustrates the loading pattern of the AO on 1000 hPa GPHs in polar 

projection based on CSM ouput from 850 – 1999.  This result generally compares 

favorably with observations (Figure 3.2), indicating that the model captures well the basic 

structure of atmospheric-pressure variability associated with the computed AO.  

However, negative pressure loadings in the Arctic spread out further beyond the polar 

region in the model, compared with observations, particularly over the East Asia and 

Pacific regions.  Another apparent discrepancy is that the observed AO explains less 

overall year-round variance than the model simulated AO.  However, this is likely 

attributable to the relatively high resolution of the observed 1000 hPa gph dataset (2.5° x 

2.5°), compared with the model (3.75° x 3.75°), which was also sub-sampled at every 

other grid point for this analysis (to increase computational efficiency). 

 

6.3.1.2. PDO 

As noted in Chapter 3, the PDO index was derived from the full forcing 

“Millennium” simulation and does display some multi-decadal variability; however, a 

clear low-frequency oscillation as pronounced as the one observed during the 20th century 

is not apparent throughout the 1,150 year simulation.  However, since the exact 

mechanisms controlling multi-decadal changes in the PDO remain unclear and there is 

still considerable uncertainty regarding actual pre- instrumental variability (D’Arrigo and 
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Wilson, 2006), the significance of any apparent model shortcomings in this regard is 

difficult to ascertain.  However, a more important and noteworthy model deficiency is its 

inability to realistically simulate the spatial SST loading pattern associated with observed 

PDO variability (Figure 6.15).  Most notably, the strong out-of-phase relationship 

between North Pacific and tropical Pacific SSTs that is observed year-round in nature 

(Figure 3.2) is only marginally evident in the model.  Also, the observed positive 

correlations between the PDO and both Indian Ocean and SCS SSTs are non-existent in 

the model. 

 

6.3.1.3. ENSO  

Figure 6.16 shows SST spatial correlation patterns associated with modeled SOI 

variability (compare with observations: Figure 3.4).  There is generally good agreement 

between the model and observations, particularly in the NINO3.4 region; but there are 

also important differences.  Primarily, as noted above, observed out-of-phase links 

between tropical and extra-tropical Pacific SSTs are resolved but they are relatively weak 

in the model.  Also, of particular interest to this study, observed SSTs to the south and 

east of mainland China correlate negatively with the SOI during winter and spring, while 

the opposite is true for the model.  These apparent deficiencies in the CSM could prevent 

realistic simulations of observed links between the SOI and rainfall in China; however, 

Figures 6.12 and 6.13 illustrate that some of these remote teleconnections may be slightly 

apparent in the model. 
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6.4. Response to volcanic eruptions  

 Following the precedent of the previous chapter, this section explores the global 

model response to volcanic forcing beginning on the global-scale and finishing on the 

regional-scale.  This approach includes analyses that test how well the CSM is able to 

replicate certain results from previous studies (e.g., the AO response) but mostly provides 

original analyses of the Hadley circulation and East Asian monsoon response to volcanic 

forcing from 850 – 1999 AD. 

 

6.4.1. Radiative forcing and climate sensitivity 

Before exploring the simulated climatic response to volcanic forcing in detail, it is 

instructive to first compare the magnitude of the net radiative imbalance that is simulated 

by the model with independent published estimates of radiative forcing caused by a given 

increase in  SAOD.  This provides a first-cut basis for judging whether or not the 

magnitude of the CSM-simulated responses is realistic.  Following the methodology 

described in Chapter 2.3.3.3, the average net change in incoming solar radiation and 

outgoing longwave radiation fluxes were first calculated based on the differences 

between these values in the forced vs. control simulations.  Next, the change in the 

average global (40°N and 40°S) net outgoing longwave radiation (?R) was subtracted 

from net incoming solar radiation (?S) to estimate the total net change in radiative flux 

(?N).  This procedure was followed based on CSM output from the surface and at the top 

of the atmosphere (TOA) during the period from 1808 – 1820 (data from the tropopause 

and other periods of time were not available). 
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Figure 6.17 presents results from the above calculations.  Consistent with the 

findings of previous studies (Yang, 2000), radiative forcing at the TOA is less than 

forcing at the surface.  For comparison, ?N was also computed directly from the 

Ammann et al. (2006) SAOD forcing dataset using a simple empirical relationship 

(Equation 2.2) established by Hansen et al. (2002).  Results (Figure 6.17) clearly indicate 

that global mean CSM-simulated radiative forcing at the surface is nearly identical to 

published estimates derived from modeling and observational studies (Hansen et al., 

2002). 

Since the ?N value is shown to be equivalent to the change in radiative forcing 

(?F) at the surface (Figure 6.17), this value can be used in conjunction with the 

calculated temperature response (?T) to estimate global surface climate sensitivity 

(?T/?F) for the CSM1.4, from 40°N to 40°S.  For the one year period beginning three 

months after the 1809 and 1815 eruptions, respectively, the average simulated ?N is -8.6 

and -10.6 Wm-2; while simulated ?T is -0.78°C and -1.0°C.  Thus, the calculated surface 

climate sensitivity to the 1809 and 1815 eruptions is 0.091 and 0.093 °C/Wm-2, 

respectively.  These values are considerably lower than the typical global climate 

sensitivity noted by Hansen et al. (2002): 0.75°C to 1°C.  However, values calculated by 

Hansen et al. (2002) were based on sensitivity experiments in which the forcing was held 

constant, which allows time for the climate to fully respond – unlike the transient forcing 

applied in the Millennium simulation. 
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6.4.2. Global-scale atmospheric circulation 

6.4.2.1. The positive AO response 

As discussed in previous chapters, the characteristically zonal structure of 

volcanic forcing from tropical eruptions typically causes NH atmospheric circulation to 

favor the positive phase of the AO during the winter season.  Previous modeling studies 

(Stenchikov et al., 2002) have attributed this response to a combination of two primary 

thermodynamic mechanisms (section 2.3.4.1).  The first is the so-called “stratospheric 

gradient” mechanism which occurs as a result of stratospheric heating at low-latitudes 

due to the presence of sulfate aerosols.  This increases the equator-to-pole stratospheric 

temperature gradient and thus promotes stronger westerlies.  The AOGCM used for this 

study should be able to realistically simulate this mechanism because the radiation 

scheme in the CSM1.4 stratosphere has been modified to thermally respond to increased 

SAOD, as if sulfate aerosols (effective radius = ~0.42 µm) were present in relative 

proportion to optical depth forcing (Ammann et al., 2003).  The second thermodynamic 

mechanism is the so-called “tropospheric gradient” mechanism, which results from 

relatively greater tropospheric cooling at low latitudes, in response to the presence of 

increased SAOD from tropical eruptions.  Since volcanic forcing is explicitly prescribed 

in the CSM1.4 as increased SAOD, there is little doubt that the model used here will 

realistically simulate this second mechanism, as well. 

Previous studies have found that most AOGCMs (including the CSM) are able to 

realistically simulate the positive AO response, although they consistently underestimate 

its magnitude – perhaps due to their low vertical resolution at the tropopause and inability 

to realistically capture the “wave feedback” mechanism (Stenchikov et al., 2006).  To test 
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if the CSM1.4 is able to realistically simulate the observed positive AO response, Figure 

6.18, plots monthly composites of the AO during 13 years between 850 and 1999 with 

the highest SAOD forcing.  Similar to observations (Figure 5.3) a statistically significant 

AO response is most consistently apparent in winter – keeping in mind that the CSM 

response is forced, on average by much greater increased optical depths (e.g., Tambora).  

This finding, along with results from a similar analysis of the CSM by Stenchikov et al. 

(2006), suggests that the coupled CSM is realistically able to capture the basic zonal-

mean structure of the extra-tropical dynamical response to forcing from explosive 

tropical eruptions.   

 

6.4.2.2. Global surface air temperature anomalies 

In observations, a positive AO is associated with a general strengthening of 

upper- level zonal winds, an enhanced circumpolar vortex and increased extra tropical 

westerlies.  This causes “winter warming” over mid-high latitude continents, particularly 

Europe (Shindell et al., 2004).  Given the loading pattern of the AO on 1000h hPa GPHs 

in Figure 6.14 and the model’s realistic positive AO response in winter (Figure 6.18), it is 

expected that the observed winter warming pattern will be correctly simulated by the 

model.  Indeed, the top panel of Figure 6.19 clearly shows statistically significant positive 

temperature anomalies over Eurasia during high forcing winters.  Furthermore, 

comparing this result with observations (Figure 5.6) and results from Shindell et al (2004, 

their Figure 1), it is remarkable how well the spatial distribution of the winter warming 

patterns agree over Eurasia.  On the other hand, the model seems to underestimate the 

magnitude of the observed winter warming over eastern North America; although, a 
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realistic (weak) dynamical response is apparent over that continent as radiative cooling is 

relatively mild there, compared with other global regions at similar latitudes.   

At lower latitudes, global cooling in response to volcanic forcing is very apparent.  

In summer, low-latitude cooling is strong, while the same high latitude regions that 

experienced winter warming were significantly colder than normal.  Also, it is 

noteworthy that continental cooling is greater and more statistically significant, compared 

to oceanic regions; this is because the ocean’s relatively high heat content means that it 

has a moderating effect on marine air temperatures.  A final note on the summer 

composite plot: the only low-latitude regions without statistically significant cooling 

during this season are southern China and the ENSO region in the eastern tropical 

Pacific.  While there is no clearly evident explanation for this (lack of) response in China, 

it is indeed interesting that warming (relatively less cooling) in the eastern tropical 

Pacific would be expected if the CSM were simulating an El Niño response to high 

volcanic forcing.  This result should be considered preliminary but it is noteworthy 

because it is in qualitative agreement with recent modeling (Mann et al., 2005) and 

observational studies (Adams et al., 2003). 

 

6.4.2.3. The global Hadley cell  

In addition to the positive AO response, it is hypothesized that global-scale 

tropical rainfall and Hadley circulation are weakened by the blocking of incoming solar 

radiation caused by increased SAOD.  A test of this hypothesis was conducted in the 

previous chapter using global zonally averaged CRU precipitation and vertical wind 

shear data; however, results were somewhat anecdotal and inconclusive, in part due to the 
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confounding ENSO factor.  Here the same monthly compositing methods are used to test 

the Hadley cell dampening hypothesis based on results from the millennium simulation 

during three different eras: “modern”, “Paleo1” and “Paleo2.”  For direct comparison 

with results from observations (Figures 5.4 and 5.5), “modern” periods used analyses of 

land precipitation (CRU) and vertical shear (NCEP reanalysis) from 1902 – 1999 (n = 4) 

and 1948 – 1999 (n = 3), respectively.  The “Paleo1” analysis period is from 1800 – 1999 

(n = 6) and the “Paleo2” analysis period spans the entire Millennium simulation, from 

850 – 1999 (n = 13).  Before discussing composite results, it should be noted that the 

CSM appears to be quite skillful at simulating global-scale monthly zonally averaged 

land precipitation (compare Figure 6.20a with left panel of Figure 5.4).   

Figure 6.20a, which is directly comparable with the right panel of Figure 5.4, 

illustrates mean conditions and the simulated “modern” response to eruptions during the 

years 1902, 1963, 1982 and 1991.  While the “modern” composite reflects both drier and 

wetter conditions in response to these tropical eruptions, the only (marginally) 

statistically significant results found at low latitudes are decreased precipitation rates.  

For the Paleo1 analysis (Figure 6.20c), the response throughout the tropics is much more 

clearly indicative of year-round drying.  Also, relative to “modern,” results from Paleo1 

are more statistically significant, which was expected due to the larger sample size and 

the higher average levels of forcing in the latter composite.  Finally, results from the 

Paleo2 composite (Figure 6.20d) overwhelmingly reflect year-round drying with 

precipitation anomalies of greater magnitudes (10 - 15% decreases) and higher levels of 

statistical significance (>99% confidence).  Another interesting result – though not 

apparent year-round – is that precipitation rate increases were commonly simulated at 
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subtropical latitudes (20° – 35°).  Similar patterns are also apparent in observations 

(Figure 5.4), although they were not nearly as statistically significant. 

To examine the response of a more direct measure of atmospheric meridional 

overturning in the tropics, composites of zonally averaged vertical wind shear are created.  

First, to consider model skill with respect to the observed climatology, a visual 

comparison between Figures 5.5a and Figures 6.21a suggests that the average seasonal 

cycle of model-simulated Hadley circulation is similar to observations.  However, NH 

Hadley circulation is anomalously strong (nearly double) in the model, compared with 

observations.  This bias in the CSM was also noted by Dai et al. (2001b), based on 

analyses of the zonal mean meridional streamfunction field.  Also, recall that this model 

deficiency was also inferred from model biases in the tropical and subtropical Omega, or 

vertical velocity, field in the vicinity of East Asia (Figure 6.4).  Nevertheless, the model 

is still considered useful for generally studying various aspects of Hadley cell variability 

and for exploring the dynamic climatic response to volcanic forcing in the tropics. 

Figure 6.21b illustrates the model-simulated Hadley circulation response to 

volcanic forcing during the “modern” era and it is directly comparable to Figure 5.5c.  

Unlike the global precipitation analysis above, there is generally very little in common 

between the simulated and observed response in this circulation field.  As discussed in 

Chapter 5, composites of the observed vertical shear response to volcanic forcing is 

actually very similar to the ENSO composite (Figure 5.5b), so it was suggested that the 

anomalies following Agung may be a better indicator for a response without the influence 

of ENSO (since 1963 was a relatively weak El Niño year).  Indeed, a comparison 

between the modern model composite in Figure 6.21b is quite similar to Figure 5.5d. 
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However, as in the global precipitation composites (above; Figure 6.20), a much 

clearer signal becomes evident during the Paleo1 and Paleo2 eras, when the sample size 

and the average SAOD forcing in each composite is increased.  The picture that begins to 

emerge in the Paleo1 composite is perfectly clear in Paleo2: vertical wind shear anomaly 

patterns in Figure 6.21d are recognizable as the very opposite of the long term mean 

pattern shown in Figure 6.21a.  Thus, in response to forcing from the 13 largest tropical 

eruptions in the past Millennium, a statistically significant ~10% dampening of Hadley 

circulation is simulated in both the NH and SH cells during their respective dominant 

seasons of activity.   

 

6.4.3. Regional-scale response 

 The regional-scale response is the final portion of this study’s AOGCM analysis.  

First, simulated regional SATs are examined during three different eras of the 

Millennium run and then a seasonally averaged time series of observed Marine Air 

Temperature (MAT) measurements from the SCS are compared with comparable model 

output during the Tambora era.  Next, the model-simulated East Asian summer season 

hydroclimatic response is assessed in the context of anomalies in a few key upper-air 

diagnostic variables.  Finally, the EAM response is explored from the perspective of the 

regional-scale monsoon indices on a monthly basis throughout the mean annual monsoon 

cycle.   
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6.4.3.1. Surface air temperature anomalies 

Figure 6.22 presents composite plots of the East Asian surface air temperature 

response during the aforementioned “modern,” “Paleo1,” and “Paleo2” eras.  As in 

previous sections, the “modern” composite provides an opportunity to directly compare 

observations with the model-simulated response to identical eruptions.  Results in the top 

row of Figure 6.22 bear little resemblance to the observed response to these eruptions 

(Figure 5.6); neither winter warming over Eurasia nor tropical temperature reductions are 

clearly apparent.  This unrealistic model response has a couple of possible explanations, 

but the most likely reason for the lack of a realistic winter warming signal is that 

AOGCMs consistently underestimate the positive AO response in winter (Stenchikov et 

al., 2004), suggesting that greater forcing may be needed for the model to properly 

simulate this response.  Also, as reflected by the low levels of statistical significance 

throughout the analysis domain, the signal-to-noise ratio in the “modern” composite is 

clearly quite low due to the relatively weak forcing and small sample size.  Finally, the 

CSM1.4 could be responding to relatively higher greenhouse gases and increased 

tropospheric aerosols during this era, thus diminishing the volcanic signal. 

On the other hand, results from the “Paleo” composites (Figure 6.22, bottom two 

rows), which contain more samples and greater average forcing, demonstrate the 

usefulness of the Millennium simulation for increasing the signal-to-noise ratio and thus 

helping to resolve more clearly the regional-scale temperature response to volcanic 

forcing.  Both the Paleo1 and Paleo2 composites realistically capture the observed winter 

warming pattern over Eurasia as well as much greater cooling throughout the low-

latitudes.  The latter finding is clearly caused by the negative imbalance in net surface 
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radiative flux caused directly by stratospheric aerosol forcing.  The winter and summer 

temperature response over eastern China is generally consistent with the response 

throughout the greater East Asian region (significant cooling); however, as noted earlier, 

the simulated cooling in southern China near the Vietnam boarder is uniquely weak for 

this latitude and this season.  An explanation for this result is not clear.  

As discussed in earlier Chapters, several previous studies have employed proxy-

based paleoclimate reconstructions attempting to quantitatively estimate the actual 

magnitude of the global-scale cooling that occurs in response to historical eruptions, 

several of which were apparently much larger than recent 20th century eruptions.  This 

question is particularly difficult to answer when the regional-, as opposed to global-, 

scale temperature response is of interest because well-calibrated proxies or direct 

measurements are rarely available in a particular area of interest.  Yet this information is 

particularly desirable in the context of the present study because it provides a quantitative 

constraint on the actual regional-scale temperature response to exceptionally large 

historical eruptions.  

Figure 6.23 plots the time series of seasonally averaged adjusted MAT anomalies 

from the SCS (Figure 5.15) compared with CSM-simulated seasonal mean surface air 

temperature anomalies from atmospheric grid-boxes over the model ocean in that region.  

This comparison represents an independent test on the reliability of regional-scale climate 

sensitivity to the SAOD forcing (Ammann et al., 2006) applied in the Millennium 

simulations.  However, it should be emphasized that conclusions drawn from these results 

should be considered somewhat preliminary due to the fact that the SCS is only one 
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global region and because of quality control problems with the original MAT 

measurements (Chenoweth, 2000). 

Still, results presented in Figure 6.23 illustrate that the modeled temperature 

response to exceptionally large Tambora era eruptions is remarkably realistic.  While the 

model seems to slightly underestimate the magnitude of the observed cooling, simulated 

temperature variations throughout this era are generally well within the range of inter-

seasonal variability in the observed MAT record.  Interestingly, both the model and the 

observed MAT record also appear to have responded on comparable orders of magnitude 

to two other tropical eruptions (1812 and 1823) during this period, the latter of which is 

estimated to have been roughly the same size at the Agung and El Chichón eruptions 

(peak SAOD = ~ 0.15). 

 

6.4.3.2. Hydroclimatic and atmospheric circulation anomalies 

 Figure 6.24 shows summer season composite anomalies of simulated East Asian 

precipitation along with three associated diagnostic variables during 13 high forcing 

summers between 850 and 1999 AD.  The precipitation response throughout this analysis 

domain (a) and over eastern China, in particular, is generally one of drying, especially 

along the southern coast of China, in the lee of the Tibetan Plateau and in areas west of 

110°E.  The eastern parts of the YRV and NEC, which have been the primary focus of 

most hydroclimate analyses in this study, were relatively less responsive.  Still, in all four 

composite plots statistically significant results are apparent, particularly in 500 hPa GPHs 

(c), which responded with very large (>30 m) negative anomalies in southern China and 

in the vicinity of the climatological West Pacific subtropical high.  Meanwhile negative 
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pressure height anomalies were relatively less apparent in the north, thus creating a 

weakening in the south-north atmospheric pressure gradient and likely contributing to 

negative anomalies in the strength of the East Asian subtropical jet (d).  At lower 

atmospheric levels, composite anomalies in 850 hPa zonal winds in the western Pacific 

region also reflect the noted weakening of the WPSH at 500 hPa: westerly anomalies at 

10°N and easterly anomalies at 30°N.  The climatologic westerly low-level jet over 

southern India, the Bay of Bengal and the Indochina peninsula is also weakened in 

response to this forcing. 

 

6.4.3.3. Regional-scale monsoon indices 

 To further explore the regional-scale dynamical mechanisms that are likely 

contributing to the simulated drying over parts of eastern China, monthly composite 

anomalies are computed for each of the regional monsoon indices during high forcing 

years.  Figure 6.25 presents the results from this analysis and may be compared with 

observational composite analyses, both before and after the SOI signal was removed from 

the indices (Figures 5.9 and 5.10, respectively).  Focusing first on the winter season 

response, a weakening of the WPSHz is clearly evident (a), which is consistent with the 

simulated dampening of the NH Hadley circulation during this season.  Higher SMI 

values are also simulated in winter (d), thus supporting evidence for a stronger winter 

monsoon and regional cooling during this season (Figure 6.22). 

 During summer months, the WPSHz is slightly weakened (a), which is consistent 

with significant pressure height anomalies at 500 hPa (Figure 6.24a), discussed in the 

previous section.  Consistent with Figure 6.24d, the EAJSI is also significantly weakened 
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during summer.  Based on the spatial correlation patterns between summer precipitation 

in eastern China and the EAJSI and the WPSHz indices (discussed earlier; Figures 6.10 

and 6.11), some general inferences can be made regarding the implications of these 

findings for regional precipitation.  First of all, both of these simulated indices are 

positively correlated with JJA precipitation over the YRV and NEC regions.  Thus, the 

simulated drying response over northern China (Figure 6.25) may be at least partially 

attributable to dynamical mechanisms: negative anomalies in the WPSHz and EAJSI 

during summer.   

On the other hand, the EAJSI and WPSHz indices are slightly inversely correlated 

with precipitation in southeastern China (in the model and observations).  Thus, it might 

be expected that negative anomalies in these indices could lead to relatively wetter 

conditions in the south.  However, this is not the simulated (or observed) result.  In fact, 

as noted in the previous section, the precipitation composite (Figure 6.24a) indicates that 

drying occurs in the southern coastal region and throughout the adjacent SCS.  Thus, it is 

possible that the simulated response over SEC may be less attributable to dynamical 

mechanisms and more indicative of a direct radiative response, associated with weakened 

evaporation in a cooler troposphere.  This explanation would also be consistent with a 

weaker ITCZ and the dampened Hadley cell mechanism. 

As a final note, it is worth mentioning that although many of the error bars in the 

Figure 6.25 composites are relatively small compared to observations (Figures 5.9), they 

remain quite large in many cases, despite the much larger sample size and higher average 

forcing in the model composites.  This point is important because it illustrates that the 

signal-to-noise ratio in this monsoon index analysis is quite substantial, which could be 
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an indicator of two things.  First, it may be a confirmation that regional-scale volcanic 

signals are generally noisier (Wagner and Zorita, 2005) and thus more ensemble 

members are necessary to properly resolve a clear signal.   

Alternatively, these results may well reflect the fact that most of the regional 

monsoon indices examined here are simply not very sensitive to volcanic forcing.  After 

all, the statistically significant simulated results noted in earlier sections reflect dynamical 

mechanisms that are either indicative of a global zonally-oriented response (e.g., positive 

AO) or are well represented by global zonal mean climate anomalies (e.g., Hadley cell 

dampening).  In both cases the zonal structure of the global-scale forcing creates a global-

scale zonal response.  Meanwhile, the monsoon indices collectively reflect a complex 

regional-scale system containing significant zonal and meridional components. 

 

6.5. Synopsis 

Simple assessments of CSM biases (Figures 6.1 – 6.4) suggest that the CSM1.4 

simulates the mean state of JJA general circulation reasonably well for the East Asia 

region.  Primary model biases include, 1) high rainfall in the lee of the Tibetan Plateau, 2) 

dry conditions in southern China, 3) a strong WPSH and, 4) a strong East Asian Jet.  In 

terms of simulated interannual rainfall variability, the loading patterns from the first and 

second principal components of regional precipitation shared much in common with 

results from similar analyses from the observations.  Model skill with respect to regional 

scale hydroclimate was also considered using wet-minus-dry maps, regional monsoon 

indices and from the perspective of large-scale ocean and atmosphere variability.  

Overall, this assessment found that the CSM demonstrates reasonable skill with regard to 
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local- and regional-scale atmospheric circulation patterns that contribute to observed 

interannual precipitation variability in eastern China.  This finding is particularly true for 

the YRV and SEC regions, suggesting that more confidence can be placed on subsequent 

modeling analyses in those regions. 

However, regional-scale analyses uncovered some potentially significant CSM1.4 

deficiencies as well.  In particular, there is a strong anti-correlation between rainfall and 

surface air temperatures over E. China in nature, but this basic relationship is not 

captured well by the CSM.  Whether or not the ReCM is more skillful in this regard will 

be tested in the following chapter.  Also, while the CSM generally captured the basic 

spatial patterns of correlations between summer rainfall variability and most of the 

regional monsoon indices, the LSTD index was an exception.  This is unfortunate given 

this study’s specific interest in the EAM response to changes in radiative forcing.  The 

model’s demonstrably poor skill at simulating observed relationships between 

hydroclimate in eastern China and local SSTs or the LSTD index, an important 

thermodynamic index (Wu and Chan, 2005), is a cause for some concern.  Combined, 

these results suggest that necessary parameterizations used for clouds and radiation could 

inhibit this global model’s ability to realistically simulate a direct radiative response to 

volcanic forcing. 

Not surprisingly, the CSM also has some difficulty accurately simulating 

atmospheric pressure-related teleconnection patterns beyond the immediate vicinity of 

East Asia, such as those with respect to the Okhotsk High (Figures 4.4 and 4.5).   This 

confirms findings from several earlier global model assessments, wherein teleconnections 

linked to the EAM (Liang et al., 2002) and other mid-latitude climates (Kunkel et al., 
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2006), are shown to be generally not well simulated by GCMs.  Furthermore, as 

discussed in section 6.1.3, coupled AOGCMs have a particularly difficult time simulating 

teleconnections with observed modes of SST variability, as the spatial structure and 

temporal frequency of these modes are generally not well replicated by the ocean model.  

In contrast, atmosphere-alone GCMs typically perform slightly better in this regard 

(Liang et al., 2002) because prescribed SSTs are, by definition, based on observed – as 

opposed to modeled – ocean conditions.  On the other hand, it is also worth recalling, 

from Chapter 4, that interrelationships between regional-scale monsoon indices and 

surface climate in China are not always stationary through time.  Thus, portions of the 

observed global-scale teleconnections patterns presented in Figure 4.19, for example, 

may be somewhat tenuous and the inability of the model to replicate all of them in detail 

does not necessarily reflect severe model deficiencies with respect to regional-scale 

climate simulation. 

 A thorough summary of the CSM-simulated response to volcanic forcing is 

included in the conclusions section of this report (Chapter 8), along with a discussion 

comparing these results with the observed response studied in Chapter 5. 
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Figure 6.1.  Summer season climatologies of surface conditions based on observations 
and results from the CSM1.4 Millennium simulation (1961 – 1990).  Panels show (a) 
reference height temperature (NCEP), (b) precipitation (CMAP), and (c) sea-surface 
temperature (NOAA-ER SST).  The model biases (right panels) were computed by 
subtracting the observations (left panels) from the model values (center panels), after 
model data were interpolated to the same grid as observations. 
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Figure 6.2.  Comparing CMAP (left panels) with CSM1.4 (right panels) output, 
Hovmoller diagrams show the annual cycle of monthly precipitation, zonally averaged at 
each latitude across eastern China (105° – 122°E; 1961 – 1990 AD).  Latitude-month 
precipitation values are presented as averages (top; mm/day) and as percentages of annual 
means (bottom), to highlight the seasonality of precipitation at each latitude. 
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Figure 6.3.  Comparing monthly snowcover from observations (top 12 panels) with 
CSM1.4 output (bottom 12 panels), in percent units.  Observations are derived from 
weekly NOAA satellite data (Robinson et al., 1993) and model data were iteratively 
estimated from daily values of water equivalent snow depth (see text for details). 
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Figure 6.4.  Upper-air plots are comparable to Figure 6.1 but for (a) 500 mb geopotential 
heights, (b) 200 mb zonal wind, (c) 850 mb wind, and (d) 500 hPa vertical velocity, or 
Omega, from 1961 to 1990 AD. 
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Figure 6.5.  Loading patterns for the first and second principal components of interannual 
summer rainfall variability over eastern China (~20° – 45°N, 105° - 123°E) from the 
CMAP dataset (left two panels; 1979 - 2001) and CSM1.4 millennium simulation output 
(right two panels, 1961 - 1990).  Grid cells are marked by light dashed lines.  The boxes 
delineated in bold outline three zonal regions (labeled: NECm, YRVm, and SECm) with 
relatively coherent modes of interannual variability based on the first and second 
principal components of regional precipitation in CMAP and CSM output, respectively. 
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Figure 6.6.  Wet-minus-dry maps based on SECm conditions showing (a) standardized 
precipitation, (b) 500 hPa geopotential heights, and (c) 200 hPa zonal winds (color 
contours) and 850 hPa wind vectors.  Each plot reflects differences between model-
simulated conditions during the 5 wettest and the 5 driest summers (JJA) between 1977 
and 1999.  (a) Precipitation color contours occur at 0.5 standardized unit intervals while 
line contours occur at 2 standardized unit intervals (only differences exceeding one 
standard deviation are shown).  (b) 500 hPa geopotential height contours occur at five 
meter  intervals (solid = positive; dashed = negative; zero = bold) with lightly shaded 
regions highlighting differences less than one standard deviation below zero, while dark 
shading highlights differences greater than one standard deviation above zero.  (c) 200 
hPa zonal wind color contours occur at 2 m/s intervals with warm colors reflecting 
positive difference values while cool colors are negative. 
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Figure 6.7.  Same as Figure 6.6, except for model-simulated YRVm rainfall. 
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Figure 6.8.  Same as Figure 6.6, except for model-simulated NECm rainfall. 
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Figure 6.9.  Long-term mean monthly climatologies for each of the regional climate 
indices.  Results from both observations (solid) and the CSM (dashed) are shown, each 
averaged over the period from 1961 – 1990 AD.  Also, note that the SMI includes two 
climatologies based on observational data, one derived from NCEP reanalysis (dark) and 
one from Trenberth and Paolino (1980; grey).  Units: WPSHz (m), OKHI (m), WNPMI 
(m/s), SMI (mb), LSTD (°C), EAJSI (m/s). 
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Figure 6.10.  Observed spatial correlations between regional monsoon indices and surface 
air temperature and precipitation in the East Asia region (CRU, 1948 – 2002; replicated 
from Chapter 4, Figures 4.10 – 4.15).  Seasons (DJF, JJA), variables (TMP, PCP) and 
indices are all appropriately labeled.  Individual correlation values greater than 0.3 (or 
less than -0.3) are significant with roughly 95% confidence (not accounting for 
multiplicity, the testing of multiple hypotheses).  See text for further details. 
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 Figure 6.11.  Same as Figure 6.10, except for the CSM1.4 Millennium simulation (1950-
1999). 
 
 
 
 
 
 
 
 
 
 
 



259 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.12.  Map of correlations between CSM1.4-simulated 500 hPa geopotential 
heights and standardized regionally averaged precipitation in NEC (top), YRV (center) 
and SEC (1961 – 1990).  For reference, precipitation regions are marked by translucent 
grey boxes while the Okhotsk High and WPSHz index domains are shown in the center 
plot.  Individual correla tion values greater than 0.4 (or less than -0.4) are significant with 
roughly 95% confidence (not accounting for multiplicity, the testing of multiple 
hypotheses). 
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Figure 6.13.  Map of correlations between CSM1.4-simulated SSTs and standardized 
regionally averaged precipitation in NEC (top), YRV (center) and SEC (1961 – 1990).  
For reference, precipitation regions are marked by translucent grey boxes.  Individual 
correla tion values greater than 0.4 (or less than -0.4) are significant with roughly 95% 
confidence (not accounting for multiplicity, the testing of multiple hypotheses). 
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Figure 6.14.  Loading patterns for the AO, based on the first principal component of the 
covariance matrix of monthly 1000 hPa geopotential height anomalies north of 20°N.  
Results from the CSM1.4 Millennium simulation, including all months between 850 – 
1999 AD. 
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Figure 6.15.  The seasonally averaged PDO indices correlated with respect to CSM1.4 
Millennium simulation SST anomalies (850 – 1999 AD).  Rows represent the seasons, 
from top to bottom respectively: DJF, MAM, JJA, and SON. 
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Figure 6.16.  Similar to Figure 6.15, except that CSM1.4-simulated SSTs are correlated 
with respect to SOI values (850 – 1999 AD). 
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Figure 6.17.  Calculated average instantaneous net radiative flux at the top of the 
atmosphere (TOA) and at the surface for all longitudes and all latitudes between 40°N 
and 40°S (1808 – 1820).  Results are based on CSM1.4 output from one full forcing and 
one control simulation.  For comparison, net radiative flux at the surface (red dashed line) 
was also estimated directly from the SAOD data using the simple empirical relationship 
(Equation 2.2) published by Hansen et al. (2002). 
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Figure 6.18.  Composite of monthly AO index values simulated by the CSM during high 
volcanic forcing months (850 - 1999; n = 13/month).  Gray vertical bars represent the 
95% confidence interval of the true mean for each month.  Compared to Figure 5.3, the 
model realistically captures the observed wintertime AO response to volcanic eruptions. 
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Figure 6.19.  Contour plots show composites of simulated winter (top) and summer 
(bottom) surface air temperature anomalies during the 13 top volcanic forcing years from 
850 to 1999.  Positive, negative and zero anomalies correspond with solid, dotted and 
solid bold contours, respectively (intervals = 0.5°C).  Based on individual student’s t-
tests, statistically significant positive and negative anomalies are highlighted with red and 
blue shading, respectively.  The 90, 95 and 99 % confidence levels are associated with 
the lightest, medium and darkest color shading, respectively. 
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Figure 6.20.  (a) Global, monthly, zonally averaged land precipitation rate (mm/day) from 
60°N to 60°S (CSM1.4).  (b-d) Composites of monthly precipitation-rate anomalies 
during high forcing conditions for three select eras: (b) modern, (c) Paleo1, and (d) 
Paleo2.  The time periods considered in each analysis and the number of years in each 
composite is written in the respective panel headings.  Compare panels (a) and (b) with 
Figure 5.4.  Statistically significant anomalies are highlighted by red and blue shading, as 
in Figure 6.19.   
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Figure 6.21. Same as Figure 6.20, except for zonal mean vertical wind shear, in m/s units.  
Vertical wind shear is defined as the difference between meridional wind velocity at 200 
hPa and the same at 850 hPa.  Compare Panels (a) and (b) with Figure 5.4. 
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Figure 6.22.  Contour plots show composites of simulated winter (left) and summer 
(right) surface air temperature anomalies during high volcanic forcing years.  As in 
Figures 6.20 and 6.21, composites include high forcing conditions during three separate 
eras: modern, Paleo1, and Paleo2.  The time periods considered in each analysis and the 
number of years in each composite is written in the respective row headings.  Positive, 
negative and zero anomalies correspond with solid, dashed and solid bold contours, 
respectively (intervals = 0.5°C).  Statistically significant anomalies are highlighted by red 
and blue shading, as in Figure 6.19.   
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Figure 6.23.  Comparison between seasonally averaged South China Sea MAT anomalies 
from observations (orange) and the CSM1.4 (blue).  Individual va lues and 5-season 
running means are shown for both, as labeled.  As in Figure 5.15, MAT anomalies are 
expressed in degrees Celsius relative to long-term mean anomalies during the period from 
1820 and 1825 AD.  See Chapters 3 and 5 for more details regarding the observed MAT 
record.  The Ammann et al. (2006) SAOD data are also shown, seasonally averaged, to 
visually illustrate the estimated magnitude and timing of forcing from tropical (24°N – 
24°S) volcanic eruptions during this era 
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Figure 6.24.  Contour plots show composites of simulated summer (a) precipitation rate, 
(b) 850 hPa zonal wind, (c) 500 hPa geopotential height, and (d) 200 hPa zonal wind 
anomalies during the 13 top volcanic forcing years between 850 and 1999.  Contour 
intervals are (a) 0.5 mm/day, (b) 0.5 m/s, (c) 5 m, and (d) 2 m/s.  Statistically significant 
anomalies are highlighted by red and blue shading, as in Figure 6.19.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



272 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.25.  CSM1.4-simulated composite monthly regional monsoon index anomalies 
throughout the annual cycle (January - December) during high volcanic forcing 
conditions.  Composites are computed during months concurrent with the top one 
percentile of SAOD during the period from 850 - 1999 (n = 13/ month).  Vertical grey 
error bars represent the 95 percent confidence intervals for the true mean during each 
month. 
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CHAPTER 7 

REGIONAL CLIMATE MODEL VALIDATION 

 This Chapter focuses wholly on the validation of the SUNYA regional climate 

model (ReCM) based on a 4-year simulation of modern climate with lateral boundary 

conditions prescribed by CSM1.4.  Prior to this study, climate simulations with the 

SUNYA ReCM had been limited to dynamical downscaling of reanalysis data.  For the 

present study, however, output from the CSM Millennium simulation was used as the 

driving field to assess the skill of the ReCM with a coupled AOGCM as lateral boundary 

conditions.  This model validation strategy serves two primary purposes.  First and 

foremost, it tests ReCM skill when CSM1.4 output is used as the model driver.  This 

provides a model validation and control for subsequent analyses of output from a 

(pending) paleoclimate simulation of Tambora-era climate.  Second, the modern 

validation and paleoclimate simulations could, together, provide a basis for considering 

this regional model’s suitability for future climate change impact assessment studies, 

which necessarily require input from coupled AOGCMs with prognostic SSTs and strong 

radiative forcing. 

Currently, collaborators at SUNYA are running a paleoclimate simulation of 

Tambora-era climate in East Asia with the ReCM – with CSM “Millennium simulation” 

boundary conditions – during the period from 1808 to 1819 AD.  Once that model run is 

complete, analyses will build on the results from the assessment presented here. 
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7.1. Model validation 

As explained in Chapter 2 there are a growing number of complementary efforts 

to downscale AOGCM output, using both dynamic and statistical techniques, to increase 

the spatial resolution of climate model projections (Leung et al., 2003).  Yet, both 

empirical and dynamical downscaling tools necessarily require that AOGCM simulations 

are accurate on synoptic to global scales.  Previous chapters have addressed the apparent 

strengths and weaknesses of the CSM1.4 model under modern and paleoclimate 

conditions.  This chapter focuses on the skill of the regional model through comparisons 

with observational data and, in particular, with respect to the CSM1.4 output that was 

used as input to drive the ReCM for this simulation.  Note that the period chosen for this 

modern climate simulation (January, 1986 to November, 1989) was a volcanically 

inactive time period; however realistic forcings (e.g., anthropogenic tropospheric 

aerosols, greenhouse gases, solar irradiance) were included in the simulation. 

 

7.1.1. Upper-air general circulation 

 Figure 7.1 is a 6-panel plot comparing CSM and ReCM simulations of summer 

(JJA) mean climate with respect to three key diagnostic variables: 500 hPa GPHs, 200 

hPa zonal winds and 850 hPa wind vectors.  The general patterns of upper-air circulation 

that were simulated by the CSM are basically replicated in the ReCM regional climate 

simulation.  This includes regional-scale patterns and structural features, such as 1) the 

WPSH at 500 hPa, 2) the East Asian westerly Jet at 200 hPa, 3) the location of the south-

to-north transition from westerlies to easterlies at 200 hPa and 4) southerlies over SEC at 

850 hPa that deliver the bulk of tropical moisture into eastern China during the summer 
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monsoon season.  The location and strength of these features does not seem to have been 

noticeably altered by the ReCM; thus, confirming results from previous simulations, in 

which reanalysis data were used as the driving field (Wang W-C et al., 2000; Gong and 

Wang, 2000).  This suggests that the one-way nesting scheme used within the ReCM’s 

so-called “buffer zone” provides a reliably smooth transition from the lateral boundaries 

to the regional climate simulation (Wang et al., 2004), regardless of the realism of the 

driving field. 

 

7.1.2. Surface climate 

The remaining sections in this chapter consider 1) spatial biases in surface 

temperature and precipitation, 2) trends and variations in these variables over the course 

of the 4-year modern simulation and 3) the interrelationships between these variables in 

summer.  First, spatial biases in precipitation are of paramount interest to this study 

because the global model was shown to have rather severe biases over eastern China.  

Thus, it is useful to know whether or not dynamically downscaling CSM output with the 

ReCM results in any improvement in terms of the spatial distribution of simulated 

summer rainfall over this region.  Second, trends in simulated surface temperature must 

be tested because previous studies (Leung et al., 1999; Wang and Gong, 2000) have 

noted that the SUNYA ReCM displays significant cold biases at the surface that grew to 

roughly 5°C over the course of a 3-month simulation.  Wei Gong has since made 

adjustments to the land model to make it more suitable for the longer simulations and the 

efficacy of those changes must be tested.  Third, the interrelationship between surface air 

temperature and rainfall became a topic of interest during prior analyses after the CSM1.4 
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evidently failed to realistically simulate the observed strong anti-correlation that exists 

between these variables throughout eastern China during the summer season. 

 

7.1.2.1. Regional rainfall 

 Focusing on precipitation biases, this section considers the spatiotemporal 

distribution of regional rainfall.  Figure 7.2 plots average summer (JJA) mean rainfall 

over eastern China, comparing CMAP observations with CSM and ReCM simulations.  A 

basic visual inspection of these plots clearly shows that the overall spatial distribution of 

summer rainfall simulated by the RCM does not differ much from CSM1.4 output.  This 

runs somewhat contrary to the hypothesized result, based on the fact that higher 

resolution versions of the CSM are more realistic in that they do not simulate the same 

severe positive precipitation bias in the lee of the Tibetan Plateau (Ping Lu, personal 

communication).  While this result is somewhat disappointing, it is also not very 

surprising given the choice of model domain.  Figure 7.2b shows that the primary 

precipitation bias in the global model sits squarely within the ReCM buffer zone, thus 

virtually guaranteeing that the ReCM would replicate it.  Perhaps a larger ReCM domain 

that is shifted west and includes the Tibetan Plateau inside the simulation area would 

produce more realistic precipitation patterns across eastern China.  However, such a 

model configuration would create a prohibitively large computational demand given the 

time-scales of interest in this study.  Hence, it might be worth testing this in a more 

limited 30-day simulation. 

For comparison with earlier analyses, Hovmoller diagrams of the time- latitude 

evolution of regional precipitation is generated from ReCM output.  Figure 7.3(a-c) plots 
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the mean annual cycle of monthly precipitation in eastern China, generated by averaging 

data from 105 – 122°E at each individual latitude between 10 and 50°N (for the ReCM, 

only data inside the simulation region, from 20 – 40°N, are shown).   Also, Figure 7.3(d-

f) plots the same monthly values in percentage units, relative to the annual total at each 

latitude, thus highlighting the seasonal distribution of precipitation throughout the 

average year.  Note that the CMAP and CSM climatologies in Figure 7.3 are based on 

long-term means from at least 20 years of data, while ReCM climatologies are relatively 

noisier, having been derived from only three years of data (1986 – 1988).  Figure 7.4 (left 

columns) provides another perspective, also comparing precipitation climatologies from 

the models with observations.  There, simulated (CSM, ReCM) and observed (GHCN) 

monthly precipitation rates in the NEC, YRV and SEC regions were regionally averaged 

and plotted as raw values beside monthly climatologies of model biases, relative to 

GHCN data.  Note that in Figure 7.4, the CSM data are from the same model output that 

was used to drive this ReCM simulation (both were also averaged over roughly the same 

three regions; see Figure 6.5, right panels, for regional delineations), so their 

climatologies should be directly comparable.  

Visual inspection of Figures 7.3 and 7.4 suggest that ReCM-simulated 

precipitation has much more in common with CSM1.4 output than with observations.  

Like CSM, the ReCM under-predicts rainfall in the south: both models unrealistically 

simulate the majority of annual rainfall during late summer months.  In reality, rainfall in 

the south is relatively more evenly distributed throughout the year (Figure 7.3d and 

Figure 7.4, bottom left panel).  In NEC, both models also share very similar biases 

throughout the year, with a summer monsoon onset up to 3-months too early and 
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withdrawal also occurring slightly prematurely.  However, in the YRV, the ReCM is 

relatively dry, compared to CSM, and has smaller biases relative to observations in this 

region.   

As a final test of ReCM skill with respect to precipitation, it is useful to know if 

1) inter-monthly and inter-annual variations generally occur in parallel with variations 

simulated by the CSM and 2) if there are any long-term trends in the ReCM simulation.  

Thus, Figure 7.5 compares observed (GHCN) and modeled (CSM and ReCM) monthly 

time series of regionally averaged precipitation from NEC, YRV and SEC, during the 

period from January, 1985 – December, 1989.  Panels on the left illustrate raw regional 

averages with the seasonal cycles intact, while panels on the right plot anomalies, with 

long-term monthly means subtracted from each month.  From Figure 7.5 it is apparent 

that inter-monthly and inter-annual variations in both models generally track in parallel. 

 

7.1.2.2. Regional temperature  

 As noted earlier, significant cold surface temperature biases had been observed in 

the ReCM due to radiative imbalances caused by problems with the “force restore” land 

surface physics scheme (Leung et al., 1999).  These biases grew rapidly over the course 

of a 90-day summer climate simulation and called into question the suitability of this 

model – under its then-current configuration – for long-term climate simulations.  

However, Wei Gong has subsequently modified the land surface physics of the ReCM 

and results from these simulations indicate that his adjustments were generally effective. 

Firstly, the right two columns of Figure 7.4 plot monthly climatologies of 

regionally averaged temperature, illustrating the typical seasonal cycle along with model 
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biases relative to GHCN data from the same three eastern China regions.  Figure 7.6, 

similar to Figure 7.5, plots time series of regionally averaged monthly temperatures – 

along with monthly anomalies.  Figures 7.4 and 7.6 illustrate that 1) ReCM biases are 

similar to those in the CSM and 2) while there is significant interannual variability in 

ReCM temperature, these variations generally track in parallel with changes in the CSM 

driving field and, most importantly, no long-term trends are apparent (Figure 7.6, right 

panels).  However, in SEC year-round regional temperature biases range from -2 to -8 

compared to CSM and GHCN monthly means (Figure 7.4, bottom right panel). 

  

7.1.2.3. Interrelationship between summer temperature and rainfall  

 A final assessment of ReCM skill with respect to surface climate simply tests if 

regional summer precipitation is realistically anti-correlated with surface air temperature.  

Figure 7.7 spatially plots r-values from correlation analyses between seasonally (JJA) 

averaged precipitation and surface air temperature at each grid point.  Here, two 

observational datasets are used: GHCN station data (1961 – 1990) and CRU gridded data 

(1902 – 2002).  GHCN station data were first interpolated to a 0.5 x 0.5 degree grid prior 

to this correlation analysis.  CSM correlations were computed based on Millennium 

simulation output from 1950 -1999.  However, due to the limited availability of ReCM 

data, correlations between temperature and precipitation anomalies were tested on a 

monthly – as opposed to seasonal – basis during the wet-season only.  “Wet-season” was 

defined as the months of April to August, based on visual inspection of Figures 7.3c and 

7.4.  Dry season months were excluded from this analysis.  Also, to test the sensitivity of 

these results to relatively low-frequency trends in the temperature data (Figure 7.6, right 
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panels) 3-year time series of monthly temperature and precipitation anomalies at each 

grid-point were first subjected to linear trend removal and a high-pass filter.  After 

filtering, the dry-season months were discarded and wet-season monthly data were 

complied into a continuous time-series (as above); then the correlation analysis was 

repeated.   

 From the top two panels of Figure 7.7, the observed relationship between summer 

rainfall and temperature is clear.  Throughout eastern China, anomalously wet summers 

are also cold summers, since rain clouds block short-wave radiation and thus dampen 

solar heating.  However, as deduced from earlier analyses, the CSM (bottom left panel) 

does not consistently, realistically capture this relationship and actually simulates positive 

correlations between these surface climate variables over the middle to lower reaches of 

the YRV.  In areas south, north and west of the YRV, the CSM does relatively better in 

this regard.  The ReCM, on the other hand, accurately simulates the observed anti-

correlation between summer rainfall and temperature, particularly over the YRV and 

NEC regions.  However, this relationship is non-existent in SEC – or even reversed when 

the data are subjected to trend removal and high-pass filtering prior to analysis (Figure 

7.7, bottom right panel). 

 

7.2. Synopsis 

While some biases in the CSM1.4 are evident, the global model demonstrates 

reasonable skill in its ability to capture large-scale atmospheric circulation patterns as 

well the seasonal cycle of all regional monsoon indices.  This suggests that most 

boundary conditions and synoptic-scale dynamics that are fundamental to the EAM 
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system are somewhat realistic in the CSM.  By not substantially altering general 

circulation from the CSM driving field, the ReCM shows signs of being a reliable 

dynamical downscaling tool for regional climate simulations.  However, analyses 

conducted in this assessment indicate that the downscaled simulation of upper-air 

circulation is not necessarily any more realistic than the input provided by a global-scale 

coupled model, at least in terms of the mean-state climate.  This generally confirms 

results from earlier studies, finding that if the lateral boundary conditions prescribed by 

global models are not realistically simulated, climate projections downscaled from these 

models will contain the same fundamental flaws. 

 Hence, it is not surprising that some of the primary surface mean-state climate 

biases in the CSM are simulated by the ReCM, as well.  One apparent exception is over 

the YRV, where spring and summer precipitation biases are smaller, relative to 

observations.  Also, the ReCM has significant (-2 to -8 °C) year-round cold biases over 

SEC, despite the fact that SATs in the CSM driving field are relatively skillful in this 

region.  Also, there appear to be significant differences between the CSM and ReCM in 

terms of the simulated interrelationships between rainfall and surface air temperature.  

The ReCM realistically simulates the inverse relationship between these variables in 

NEC and the YRV – however, not over SEC – and is thus more similar to observations in 

this regard.  This discrepancy between the global and regional models likely results from 

differences in how they parameterize radiation, clouds and rainfall.  This result provides 

one indication that the ReCM-simulated hydroclimatic response to radiative forcing from 

increased SAOD could be significantly different from the CSM1.4 response and is thus 

worthy of further investigation. 
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Figure 7.1.  Summer (JJA) mean 500 hPa geopotential heights (top panels), 200 hPa 
zonal winds (center panels) and 850 hPa wind vectors (bottom panel).  Averages from the 
CSM1.4 (left panels) and the ReCM (right panels) are based on their respective 
simulations for the period from 1986 – 1989.  The rectangles in the panels on the right 
delineate the location of the inner edge of the ReCM buffer zone (values outside of that 
box should be discounted).  Note that the CSM1.4 and ReCM wind vectors do not share a 
common scale.  Also, ReCM wind vectors were first interpolated to a 1.5° x 1.5° grid for 
better visual presentation. 
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Figure 7.2.  Summer (JJA) mean precipitation rates based on (a) CMAP observations 
(1979 – 2001), (b) CSM output (1950 – 1999) and (c) ReCM output (1986 – 1989).  Note 
that only values greater than 5 mm/day are shown.  For reference, rectangles in each 
panel delineate the location of the inner edge of the ReCM buffer zone. 
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Figure 7.3.  Hovmoller diagrams of the annual cycle of monthly precipitation, zonally 
averaged at each latitude across eastern China (105° – 122°E).  Panels represent (a,d) 
CMAP observations (1979 – 2001), (b,e) CSM output (1950 – 1999) and (c,f) ReCM 
output (1986 – 1989).  Latitude-month precipitation values are presented as averages (top 
row; mm/day) and as percentages of annual means (bottom row), to highlight the 
seasonality of precipitation at each latitude. 
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Figure 7.4.  Monthly climatologies of observed and simulated precipitation (mm/day) and 
temperature (°C) regionally averaged for NEC (top row), YRV (center row) and SEC 
(bottom row) during the 3-year period from 1986 – 1988 AD.    Climatologies from 
GHCN (blue), CSM1.4 (green) and ReCM (red) are expressed as monthly means and as 
biases (as labeled) relative to GHCN observations. 
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Figure 7.5.  Regionally averaged precipitation time series from the NEC, YRV and SEC 
during the period from 1985 – 1990 AD.  Data are expressed as monthly mean values 
(left) and as monthly mean anomalies, with respective monthly means subtracted at each 
time step (right), in mm/day units.  See Figure 6.5 for spatial delineations of the NEC, 
YRV and SEC regions. 
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Figure 7.6.  Same as Figure 7.5, except for temperature, in degree C units. 
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Figure 7.7.  Spatial correlation patterns between summer temperature and precipitation at 
each grid point.  For GHCN, CRU and CSM, r-values were computed based on annual 
resolution summer (JJA) mean time series during the periods listed at the top of each 
panel.  GHCN station data were first interpolated to a 0.5 x 0.5 degree grid prior to 
analysis.  Due to the limited available ReCM data, these analyses were conducted on wet-
season (April – August) monthly (as opposed to seasonal) anomalies from 1986 – 1988.  
In the bottom ReCM panel, monthly temperature and precipitation anomalies from each 
grid-point were subjected to linear trend removal and a high-pass filter prior to extracting 
wet-season data for analysis.  For reference, the rectangles in the bottom right panels 
delineate the location of the inner edge of the ReCM buffer zone. 
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CHAPTER 8 

SUMMARY AND CONCLUSIONS 

This summary and conclusions section focuses mostly on results from analyses of 

the hydroclimate response to volcanic forcing.  Here, relatively less attention is focused 

on East Asian climate independent of forcing, or on model validation efforts, which were 

primarily aimed at laying a framework for subsequent analyses.  Thus, this chapter begins 

with a review of the original a priori expectations, based on previous findings and 

hypotheses put forth in the literature.  Next, the primary results from analyses of the 

observed climatic response – both from instrumental and paleoclimate studies – are 

reviewed and discussed.  Then, the modeled response from eruptions in the Millennium 

simulation are considered and compared with observations, while also going into greater 

detail regarding possible mechanisms for the observed response.  Next, an attempt is 

made to comprehensively review the primary strengths and limitations of the data and 

methods used in this study, in the context of the major findings.  Also, some thoughts are 

offered on the societal implications of this study’s results for the East Asia region.  

Finally, a synopsis of the key qualitative and quantitative conclusions is provided. 

 

8.1. The hypothesized response 

 Before proceeding with a discussion of the observed response, this section revisits 

a few of the hypothesized mechanisms for a possible regional-scale response, with the 

benefit of hindsight and new knowledge of the actual observed and model-simulated 

results.  From the literature, one previous study (Qun, 1988) had found that many of the 

coldest summers in eastern China during the past 500 year had occurred within two years 
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following major volcanic eruptions.  Given the established inverse relationship between 

observed summer rainfall and temperatures, an accompanying increase in regional 

moisture could be tentatively inferred from Qun’s findings.  Meanwhile the clearest 

direct evidence for a hydroclimatic response came from Huang (1992), who noted 

exceptionally wet conditions in NEC and the YRV during the summer of 1816, 

attributing this response to a weakened WPSH throughout this decade (Huang and Wang, 

1985).  Thus, from the regional perspective, prior research had provided reasons to expect 

a detectible hydroclimatic response in East Asia, particularly to larger pre-instrumental 

eruptions, such as Tambora. 

On larger spatial scales, results from Robock and Liu (1994) suggested that 

reduced shortwave radiation from SAOD forcing causes a decrease in surface 

evaporation, drying of the troposphere and decreased tropical precipitation.  This result 

was basically supported by the findings of Gillett et al. (2004) and Lambert et al. (2004), 

which indicated that shortwave radiative forcing from 20th century volcanic eruptions 

caused noticeable reductions in global-scale precipitation.  Based on results from these 

global-scale studies, it was hypothesized in the present study that a 10% dampening of 

global Hadley circulation could occur in response to increased SAOD from tropical 

eruptions on a scale comparable to Tambora.  It is further noted that the present study 

found significant inverse correlations between seasonal indices for the NH Hadley cell 

and summer rainfall in the YRV and, to a lesser extent, NEC (Table 4.2). 

The AO was also initially considered as a possible mechanism for a regional 

hydroclimate response in East Asia, given the role that it has been shown to play in 

causing regional-scale climatic change over the Eurasian continent (Shindell et al., 2004).  
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However there are a few reasons why the AO mechanism became less plausible before 

the Chapter 5 analyses of the observed response.  First and foremost, the AO response to 

SAOD forcing occurs primarily during the winter season while the summer monsoon is 

the core focus of the present study.  While one study (Gong and Ho, 2003) had found 

statistical evidence for a 1-3 month lagged relationship between YRV summer (JJA) 

rainfall and the May AO index, a mechanism for this link has not yet been clearly 

established.  Furthermore, a significant AO response to volcanic forcing is not apparent 

in May.  Finally, analyses in Chapter 4 found that the AO has no statistically significant 

zero-lag relationships with regional rainfall in eastern China or with the various East 

Asian monsoon indices.  Thus, it is concluded with reasonable certainty that the AO is an 

unlikely dynamical mechanism for a regional-scale summer hydroclimatic response in 

East Asia. 

 

8.2. The observed hydroclimatic response; the instrumental record 

 The conclusions of this study are generally consistent with conclusions from a 

great number of previous studies in finding that deducing a volcanic signal in regional 

climate is significantly hindered by the occurrence of simultaneous El Niño events (Kelly 

et al., 1996; Robock and Mao, 1995).  For example, monthly composites of East Asian 

monsoon indices were suggestive of a possible regional-scale dynamical response but 

after the ENSO factor was accounted for these apparent volcanic signals disappeared.  On 

the other hand, spatial composite plots of regional temperature and precipitation 

anomalies in the East Asia region provide evidence for some ENSO-independent regional 

climate signals.  For example, a slightly stronger winter monsoon and cooler region-wide 
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temperatures during the cold season are evident in CRU temperature composites (1902 – 

1999).  This finding is also generally confirmed by historical records documenting a 

strong winter monsoon response to the Tambora eruption (Zhang et al., 1992).  Also, 

results from similar composite analyses of summer rainfall offered hints of a regional 

hydroclimate signal (discussed in the next section).   

 Composite analyses of global land precipitation and vertical wind shear anomalies 

provide some support – in the instrumental record – for the hypothesized Hadley cell 

dampening mechanism.  On the one hand, strong El Niño conditions apparently 

dominated over volcanic influences in the aftermath of the El Chichón and Pinatubo 

eruptions in 1982 and 1991, respectively.  On the other hand, the Agung eruption 

occurred during a relatively weak El Niño year (1963) and a substantial weakening of 

Hadley circulation was apparent following that eruption.  In that specific case, negative 

vertical wind shear anomalies were most apparent during the NH winter, when global 

Hadley cell overturning is generally driven by convection south of the equator.  

Interestingly, stratospheric sulfate aerosol loading from the Agung eruption was 

disproportionately limited to the Southern Hemisphere.  The conceptual model to explain 

this response is that SH radiative forcing from Agung aerosols caused surface cooling, 

decreased local evaporation, weakened convection and dampened meridional 

overturning.  This issue will be revisited in the context of the CSM simulated response, 

which provides further support for this hypothesis. 
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8.2.1. Observed hydroclimatic response; the paleoclimate record 

 Exceptional efforts were made to conduct a rigorous set of tests for exploring the 

observed hydroclimatic response based on the DI and WI records.  For example, both 

Ammann et al. (2006) SAOD data and the Robock and Free (1995, 1996) IVI data were 

used to independently identify past high volcanic forcing years to include in composite 

analyses.  Also, the stationarity and significance of the DI signal was tested with the WI 

data during their period of record-overlap (1470 – 1979), for the prior ~500 year period 

(950 – 1469 AD) and over the entire past millennium.  While the statistical significance 

of results from these analyses was somewhat marginal, the general pattern that emerged 

in each of these separate analyses was remarkably consistent.  Throughout SEC, summers 

concurrent with high SAOD forcing were generally drier and more prone to the 

occurrence of drought or severe drought, while the opposite is true for NEC.  Over the 

entire YRV the response is basically neutral because the pattern is roughly split across the 

region: with wetter conditions in the north and drier conditions in the south.  It is also 

important to note that these findings, based on the paleoclimate record (Figure 5.12 and 

5.13), are entirely consistent with the historically documented response to the Tambora 

event (Huang, 1992) and with composite analyses based on the CRU instrumental record 

(1902 – 2002; Figures 5.8c & d).  These results are also consistent with low-frequency 

regional temperature signals suggesting higher forcing brings colder (wetter) conditions 

to the north while the dry south, which would presumably have less cloud cover, 

generally does not respond with as much surface cooling.  

Other paleoclimate data were also used to deduce the response from local to 

global-scale climatic boundary conditions that are apparently influential – or at least 
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related – to the East Asian summer monsoon system.  For example, marine air 

temperature measurements from the SCS revealed significant year-round regional cooling 

following the 1809 and 1815 eruptions.  This result provides a useful measure of the 

regional-scale climate sensitivity to these eruptions, but little can be said about what it 

means for regional hydroclimate over eastern China since quantitative land temperature 

estimates are poorly constrained on annual time-scales and, thus, an LSTD index 

anomaly cannot be reliably computed.  The occurrence of a La Niña event during the 

winter of 1815/1816 (Chenoweth, 1996) may well have contributed to the wet conditions 

throughout NEC during the summer of 1816, however it seems unlikely to have been 

solely responsible for the exceptional flooding (Huang, 1992) that occurred during that 

year. 

Cooler and generally drier conditions over the Tibetan Plateau can be deduced 

from slightly lowered annual net accumulation (An) and d18O values from the Dunde Ice 

core, during years with high volcanic forcing between 1801 and 1979.  Extrapolating 

from the findings of Qian et al. (2003b) and assuming that the Dunde An record 

represents a reliable index for regional snowcover and snow depth over the entire 

northwestern Tibetan Plateau, negative snow accumulation anomalies would theoretically 

be linked to greater precipitation in NEC and SEC and drier conditions over the YRV.  

However, this is not the typical rainfall anomaly pattern that is shown in the present study 

to be associated with explosive tropical eruptions.  The reliability of these ice-core 

records as regional climate indices is revisited later in this chapter. 
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8.3. Results from the CSM 

 Like many global models, the coupled CSM1.4 captures well large-scale features 

of the climate system while shortcomings become much more evident on regional-scales.  

For example, the exaggerated strength of tropical Hadley circulation appears to 

compound into other regional biases, such as anomalously strong subsidence in the 

subtropical region and an exceptionally fast subtropical jet in summer.  The coarse 

resolution of the CSM1.4 also appears to be a significant drawback with respect to the 

climate of eastern China, due to this region’s close proximity to the Tibetan Plateau.  The 

smoothed spectral representation of topography has been blamed for exceptionally large 

positive precipitation biases in northern China (Kobayashi and Sugi, 2004; Ping Lu, 

personal communication).  Also, unrealistically low elevations over the plateau result in 

regional warm biases, which apparently lead to a significantly shortened snowcover 

season.  Some regional and global-scale teleconnection patterns are also absent or not 

realistically reproduced by the model. 

 However, perhaps more importantly, there are a few apparent model shortcomings 

that may have substantially inhibited CSM1.4’s ability to realistically reproduce the 

observed response to volcanic forcing in the East Asian region, specifically.  One such 

concern is that the model does not reliably reproduce all of the interrelationships between 

surface hydroclimate and the regional monsoon indices.  In particular, the CSM does not 

realistically simulate the observed inverse correlation between the NH Hadley cell index 

and summer rainfall in the YRV and NEC, suggesting that there is little chance that it 

will effectively translate the simulated Hadley Cell dampening response into a realistic 

hydroclimatic response in eastern China.  Finally, the CSM does not realistically capture 
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the observed inverse relationship between surface air temperature and summer rainfall, 

which is prevalent region-wide in nature. 

 

8.3.1. Comparing the observed and modeled responses 

Despite the various model shortcomings listed above, there are several important 

and valuable advantages to using global climate model simulations for the present study.   

First, since the CSM1.4 generally captures well all large-scale atmospheric circulation 

patterns and most regional-scale features, it provides a very useful tool for exploring 

possible mechanisms for a regional-scale response to global-scale forcing.  In other 

words, even if the surface climate is not accurate on detailed regional-scales, the large-

scale patterns are generally quite realistic and results are therefore informative.   

Another significant advantage is that the Millennium simulation contains multiple 

large volcanic eruptions, several of which are larger than 20th century eruptions by a 

factor of three or more.  Thus, model composites contain a greater number of samples 

with greater average forcing, significantly increasing the signal-to-noise ratio when 

statistically testing the results.  This point was clearly illustrated by analyses of the 

“modern,” Paleo1” and “Paleo2” composite plots.  In particular, it is striking that the 

simulated response under modern forcing conditions is frequently very similar to the 

observed modern-era response; common patterns are apparent but neither displays 

statistically significant results.  In contrast, the Paleo1 and Paleo2 composites revealed 

much clearer anomaly patterns with much higher levels of statistical significance. 

In terms of the global-scale response, it is encouraging to note that the radiative 

forcing that is simulated at the surface by the CSM1.4 is very consistent with published 
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estimates based on similar assumptions regarding aerosol properties and stratospheric 

optical depth (e.g., Hansen et al., 2002).  Furthermore, the CSM-simulated SAT response 

in the South China Sea to the 1809 and 1815 eruptions is in very good agreement with the 

observed MAT response in that region.  The CSM1.4 also realistically captures the basic 

pattern of the observed positive AO response as well as the associated changes in 

Eurasian SAT in winter, although, as noted by Stenchikov et al. (2006), all AOGCMs 

underestimate the magnitude of this response and they consistently fail to capture all of 

the regional-scale details. 

With consideration to the Hadley circulation, the model proves useful for gaining 

a better understanding of global-scale response to forcing from tropical eruptions.  As 

noted above, results from observations certainly suggest that the Hadley cell dampening 

mechanism may have occurred in response to the Agung eruption.  However, those 

findings were largely anecdotal and so the model provides a chance to investigate this 

further.  This question is mostly interesting for its global-scale climatic implications.  

Analyses of CSM-simulated global land precipitation and vertical wind shear reflect a 

roughly 10% Hadley cell weakening in response to the 13 largest tropical eruptions 

between 850 and 1999.  This result clearly quantitatively and qualitatively supports the 

hypothesized Hadley Cell dampening mechanism put forth in Chapter 2.  It is also of 

interest that the CSM simulated wetter global conditions at roughly 40°N during NH 

summers under high volcanic forcing.  This result was also in qualitative agreement with 

the observed response – based on CRU land precipitation (Figure 5.4) – and is therefore 

suggestive of a mechanism for the actual observed response in NEC.  Still, this global-
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scale result does not necessarily directly translate to a regional signal in NEC and should 

thus be treated as somewhat preliminary. 

In terms of the regional response, under very high forcing (Paleo2) the model 

simulates some very significant changes in a few critical regional diagnostic variables.  In 

particular, there is a significant weakening of the WPSH and the regional East Asian jet 

in summer and these results are dynamically consistent (Figure 6.11) with the model’s 

simulated drying throughout NEC.  Unfortunately, due to the ENSO factor the 

instrumental record (1948 – 1999) provides no clear indication of a dynamic response; 

however results from paleoclimate analyses by Huang and Wang (1985) agree with the 

model that the WPSH is significantly diminished under high SAOD forcing conditions.  

So, while the NEC surface hydroclimatic response in observations (wetter) is in complete 

disagreement with the model (drier), the observed response is dynamically consistent 

with a weakened WPSH, according to observational analyses in this (e.g., Figure 4.10; 

Figure 4.19) and previous studies (Huang et al, 1992). 

Over SEC, there is general agreement between observations and the CSM that 

high volcanic forcing causes drying in that region.  Interestingly, the model and 

observations also agree that this response runs contrary to the expected response given a 

diminished WPSH and weakened EASJI, the latter of which is simulated by the model 

(Figure 6.24d).  Thus, the hydroclimatic response in the south appears to be dynamically 

inconsistent with both observed and simulated changes in atmospheric circulation.  It is 

inferred from these results that the summer drying in SEC is likely to have resulted from 

direct radiative forcing, which is also the inferred mechanism for the simulated and 

observed drying response throughout the tropics (e.g., Hadley cell dampening).  Lending 



299 

further support to this interpretation, it is also noted that in the model, as in observations 

(Figure 5.1), peak SAOD forcing immediately following tropical eruptions is generally 

strongest at low-latitudes.  Thus, low-latitude regions may be especially susceptible to 

decreased surface evaporation caused directly by reduced shortwave radiation, while 

subtropical and extra-tropical regions may be more likely to respond to indirect or 

dynamical effects. 

 

8.4. Strengths and limitations of data and methods  

  The inherent strengths and limitations of the present study, some of which were 

outlined in Chapter 3, are worth reiterating and discussing further in the context of the 

results presented above.  Many problems stem from the very nature of paleoclimate 

research, where sources for error and uncertainty in proxy-based records and 

reconstructed estimates of radiative forcing typically grow larger in the more distant past.  

It follows that uncertainties in the magnitude of the radiative forcing directly affect the 

realism of the response simulated by the models.  Finally, the time and spatial-scales of 

interest are of critical importance when weighing uncertainties in the above findings. 

  

8.4.1. The paleoclimate record 

 With regard to the radiative forcing, reconstructions of the timing and magnitude 

of pre- instrumental volcanic eruptions is much more reliable during the second half of the 

last millennium compared to the first half.  This conclusion is highlighted by the fact that 

the source for only one of the major tropical eruptions prior to 1500 AD has been 

positively identified (Briffa et al., 1998, Gao et al., 2006; also see Table 2.1).  
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Furthermore, based on comparisons between forcing from various independent 

reconstructions (e.g., Robertson et al., 2001; Ammann et al., 2006), Hansen et al. (2002) 

subjectively estimated tha t at least 50% uncertainty should be associated with proxy-

based estimates of eruption magnitude prior to 1915 AD. 

The present study’s focus on the EAM summer hydroclimate response on 

seasonal to annual time-scales is considered viable for a number of different reasons.  

Primarily, the DI and WI paleo-hydroclimate records contain unique qualities that make 

them exceptionally well suited for examining the climatic response to volcanic forcing.  

For example, the annual resolution and multi-century coverage of the flood/drought 

indices provide the excellent opportunity to increase the sample size of composite 

analyses and to consider the climatic response to much larger, pre- instrumental eruptions.  

However, this data characteristic alone is not exceptionally unique, since multi-century 

annual-resolution proxy-based climate reconstructions have been used by several 

previous studies to investigate the observed climatic response to volcanic forcing (e.g., 

Briffa et al., 1998, Shindell et al., 2004).  The DI data are particularly valuable in the 

context of this study because they are annually resolved and they are available from 

multiple independent sites across a broad continental region (Figure 3.5).  This makes 

them particularly well suited for exploring spatial details of the regional-scale climate 

response and for providing unique insights into both direct/radiative and 

indirect/dynamical mechanisms for the hydroclimate response.  Also, since the China 

region includes both tropical and extratropical land areas, results from this analysis have 

the potential to provide insights into the general nature of the observed climatic response 

to large-scale radiative perturbations in other global regions as well. 
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However, paleoclimate reconstructions derived from historical records also 

contain significant limitations.  In particular, low-frequency climatic variations on 

decadal or longer time-scales are sometimes very difficult to quantitatively derive based 

on subjective writings in historical documents (Jones et al., 1998).  Of course, the quality 

of the climate proxy is also not equal for all time periods or for all regions.  Spatio-

temporal data coverage is unsurprisingly inconsistent due to variable record keeping 

practices throughout history.  Also, certain types of information are more reliable for the 

purpose of calibration with respect to instrumental records.  For example, an explicitly 

quantitative form of daily precipitation record keeping, known as “Yu-Xue-Fen-Cun,” 

was included in thousands of memos to the Emperor during the period from 1736 to 1911 

(Ge et al., 2005).  However, during other periods in history climate reconstructions were 

more reliant on relatively subjective hydroclimatic information derived from descriptive 

writings in gazettes or national and provincial official histories.  Thus, composite 

analyses based on the observed response to 18th, 19th and 20th century eruptions should be 

considered relatively more reliable and perhaps more comparable to results from the 

instrumental record. 

It should also be reiterated that the most reliable and consistently archived 

historical records contain relatively more hydroclimatic data – such as references to 

drought, flooding, precipitation and soil moisture – but relatively little explicit 

information with direct relevance to temperature (Zhang et al., 1992).  Thus, proxy-based 

regionally representative temperature reconstructions are based on relatively fewer, more 

subjective data points and are generally only available at decadal or longer time-scales 

(e.g., Wang and Wang, 1991; Ge et al., 2003).  To improve the chances of reliably 
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capturing the actual observed temperature response to volcanic forcing, a broad range of 

available temperature indices were used in the present study.  Furthermore, these 

included temperature reconstructions that were derived through a variety of 

methodologies, using historical records from several different regions across eastern 

China.   

 A word of caution is warranted regarding the interpretation of results from ice 

core records from the Dunde Ice Cap.  First of all, it should be emphasized that 

environmental conditions recorded from any single point – particularly one that sits over 

2,000 meters above the nearest inhabited region – do not necessarily represent conditions 

from the broader region.  Furthermore, climate proxy records must first be well calibrated 

and validated with respect to independent modern observations (Jones et al., 1998) and 

this was only marginally accomplished with respect to the Dunde An record.  Finally, the 

Dunde ice-core records are relatively short (1801 – 1986), analyses revealed only subtle 

evidence for a climatic response and there were no means by which to independently 

confirm the findings.  Thus, for the purpose of the present study, results from analyses of 

the Dunde records should be treated as strictly preliminary and generally inconclusive. 

Finally, it should noted that while there are inherent uncertainties associated with 

calibrating and interpreting paleoclimate records, on their own proxy-data can also 

provide useful information.  For example, they can be used as a qualitative constraint on 

general boundary conditions because the presence of long-term trends or abrupt shifts in 

the records may be indicative of local or regional environment changes during a given 

period of interest.   
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Thus, it is noted that the somewhat-limited two-century ice-core records from the 

Dunde Ice Cap contain little evidence for any significant trends or dramatic shifts (Davis 

et al., 2005).  Furthermore, decadally averaged d18O records from Dunde, covering the 

past millennium, show long term trends that are indicative of colder conditions during the 

LIA, but otherwise no exceptional abrupt changes or trends are evident (Thompson et al., 

2003).  From the various multi-century reconstructed PDO indices there is some evidence 

for low-frequency changes in large-scale SST patterns, but the poor agreement between 

the various reconstructions indicate that 1) the actual spatio-temporal variability of those 

boundary conditions remain somewhat poorly constrained and 2) teleconnection patterns 

relating Pacific SST variability with surface climate over continental regions may not be 

entirely stationary over time.   

The final boundary condition that has displayed significant changes during the 

past millennium is land cover throughout eastern China.  Growing populations and 

changing land-use practices (Fu, 2002) along with long-term changes in orbital forcing 

have contributed to a slow but steady decline in vegetation cover as well as an associated 

change in the geographical extent of the monsoon system over eastern China (Gao et al., 

2003; Wang, H. et al., 2003).  The extent to which these changes could have influenced 

the observed dynamical or direct radiative response to volcanic forcing was not explored 

or taken into account in the present study.  However, given that the time-scales associated 

with land use change are very different from the time-scale of volcanic eruptions, 

changes in the land surface seem unlikely to have qualitatively affected the outcome of 

analyses presented here.  On the other hand, in the case of any significant change in 

large-scale boundary conditions it is certainly possible that indirect impacts could result, 
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such as in changes in the spatio-temporal stationarity of regional and large-scale 

teleconnection patterns. 

 

8.4.2. Climate model simulations  

 In addition to specific biases and model shortcomings described above, there are a 

few other issues inherent to the specific model configuration used for this study that are 

worth reviewing in this section.  For example, following up on the previous section, using 

a dynamic land-surface/ vegetation component in the coupled model may provide 

insights into the extent to which changes in this boundary condition influence the 

character and magnitude of the regional-scale response to volcanic forcing (in the context 

of gradual orbitally induced changes in the greater monsoon system).  Another important 

problem with large-scale to boundary conditions in the CSM1.4 is basically applicable to 

most modern AOGCMs and it relates to the realism of the simulated patterns of SST 

variability.  First of all, the CSM1.4 does not realistically capture all details of observed 

spatio-temporal variability in the ENSO system (Meehl and Arblaster, 1998) and 

therefore associated atmospheric teleconnection patterns are somewhat unrealistic in the 

model (Figure 6.16).   

It follows that any direct comparison between AOGCM output and observed 

climate will always be imperfect.  Part of this is due to model deficiencies but another 

important factor stems from the basic fact that much of observed climate variability 

occurs due to internal processes in the coupled ocean-atmosphere system.  Thus, even 

with perfect knowledge of external radiative forcing, observed climate changes could 

never be exactly replicated by a model.  This is particularly important in the context of 
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this study’s direct comparisons between observed and simulated Tambora-era climate.  

Thus, multiple climate simulations with identical forcing (several ensemble members) 

would have been ideal for exploring that specific time period in greater detail.  Instead, 

this study focused on composite analyses based on both observed and model-simulated 

climate, which is probably the best that could have been done with the available data. 

One final point regarding the global model: there may be fundamental problems 

with the practice of validation a climate model for paleoclimate simulations on the basis 

of comparisons with respect to the modern record.  Granted, the modern record is all that 

is available and hence must be used for such an exercise.  Yet, it is important to 

remember that recent global and regional climate changes have been noticeably 

influenced by increasing greenhouse gas concentrations and associated global warming 

(IPCC, 2001).  Furthermore, in East Asia the problem of industrial pollution and 

tropospheric aerosols is particularly acute and apparently has had far reaching impacts on 

the way that clouds are formed, how and when precipitation occurs and possibly even on 

meso-scale dynamical meteorology (e.g., Menon et al., 2002; Ramanathan et al., 2001).  

Thus the modern record is literally polluted by these complex anthropogenic influences 

and, as a result, is not necessarily directly comparable with pre- industrial climate. 

With regard to the viability of dynamical downscaling from coupled AOGCM 

simulations, the analyses presented here suggest that the ReCM does not introduce any 

particularly noteworthy additional biases, beyond those that already exist in the CSM1.4 

driving field.  Thus, the ReCM apparently provides a reasonably suitable downscaling 

tool.  However, improved results could be expected under the following circumstances.  

First, existing biases in the spatial distribution of precipitation over Eastern China may be 
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lessened if the ReCM included the entire Tibetan Plateau within the inner region of its 

climate simulation domain.  This would result in a more realistic representation of surface 

topography and, thus, the significant mismatch in topography between the global and 

regional models would not have to be reconciled within the ReCM’s buffer zone.  Also, 

as a general rule, a higher resolution global model would likely be better suited as a 

driving field for the regional model (Wang et al., 2004).  Finally, it would be ideal to 

drive the ReCM with output from a suite of several different global models to generate a 

multi-model ensemble mean response.  This would provide a wider range of lateral 

boundary conditions for the regional model and the averaged solution would likely create 

the most realistic dynamically downscaled product (Déqué et al., 2005). 

 

8.5. Societal implications of results 

 Based on a survey of existing paleoclimate data and published literature, it is 

evident that 20th century volcanic eruptions did not cause major climatic changes or 

socioeconomic impacts on a par with disruptions caused by earlier, much larger events.  

For example, colder temperatures and shorter growing seasons following Tambora and 

the preceding unknown eruption of 1809 caused significantly diminished harvest yields 

in spring and summer, particularly in north and central China.  Crop reductions during 

this and other cold periods during the past millennium in China led to civil strife, 

rebellion, state wars and even dynastic change (Zhang et al., 2006).   

 However, shortened growing seasons and resulting crop reductions caused by 

future eruptions on the scale of Tambora are certainly within the realm of possibility.  

Furthermore, the future socioeconomic impacts of such an event could be dramatically 
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exasperated by the tripling of population that has occurred in China since the early 19th 

century.  It should also be noted that it is not clear to what extent crop reductions 

following major eruptions are entirely attributable to colder conditions vs. reduced 

radiation caused by increased concentrations of stratospheric aerosols.  Unfortunately, the 

course temporal resolution of available temperature reconstructions significantly limits 

the possibility of resolving this question in the near future. 

 

8.6. Synopsis 

Global and regional-scale climatic changes caused by volcanic eruptions are 

difficult to discern conclusively based on limited 20th century climate records.  The 

occurrence of El Niño episodes during the years immediately following the two most 

recent explosive tropical eruptions (Pinatubo and El Chichón) is chiefly responsible for 

complicating efforts to identify and interpret the hydroclimatic response (Adler et al., 

2003).  However, analyses of paleoclimate records and results from the CSM1.4 

Millennium simulations offer helpful clues and collectively indicate that a significantly 

increased volcanic signal occurs in East Asia in response to historical eruptions, many of 

which were much larger than those experienced in the 20th century.  However, due to 

uncertainties in the precise magnitude of the forcing that drives the model and in the 

paleoclimate reconstructions themselves, most results and conclusions drawn from 

analyses in this study are necessarily qualitative. 

For instance, the 80% confidence error bars on Ge et al. (2003) temperature 

reconstructions for northeastern China from 1500 to 1990 typically exceed the magnitude 

of the temperature anomaly in each decade.  Thus, those records are mostly useful for 
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qualitatively assessing which regions may be relatively more or less sensitive to 

variations in volcanic forcing.  It is concluded from simple pair-wise correlation analyses 

between a SAOD index and several decadally averaged regional temperature 

reconstructions that decades with greater volcanic activity are generally cooler in the 

north, while the southeast is relatively less temperature sensitive.  To qualitatively 

summarize the regional-scale hydroclimate response in eastern China, it can be said with 

roughly 95% confidence that major eruptions over the past half millennium have 

generally led to a relatively wet north and a dry south.  It is further noted that these 

temperature and hydroclimate responses are in qualitative agreement with one another, 

given the established inverse relationship between summer rainfall and surface air 

temperatures in China. 

More quantitative assessments were also attempted with some success.  In 

particular, comparisons between simulated and directly recorded MAT observations from 

the SCS during the early 19th century have provided the best direct measurement of 

model skill in the tropical Southeast Asia region.  While the limited time and spatial scale 

of this model-data comparison precludes the possibility of drawing broad conclusions 

from these results, excellent agreement between the simulated and observed temperature 

response to Tambora-era volcanism has a couple of important, though somewhat 

tentative, implications.  Primarily, it suggests that the sensitivity of the CSM1.4 to 

volcanic forcing is realistic and that estimates of the SAOD forcing from Tambora are 

reasonably accurate.  Of course, it is useful to also have a reliable control on at least one 

of these factors, because, for example, if the model is too sensitive and the forcing is 

underestimated, then the same result could occur.  As a constraint on model sensitivity it 
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is worth noting that Ammann et al. (2003) found that the NCAR-PCM – a very similar 

AOGCM with identical volcanic forcing – realistically simulated the global-scale 

temperature response to relatively reliable, modern estimates of time-evolution 

anthropogenic and natural radiative forcing during the period from 1890 – 2000 AD.  

Also, Ammann et al. (2006) found that results from the CSM1.4 Millennium simulation 

were similarly skillful (Figure 1.1).   

Another relatively quantitative conclusion that may be drawn form this study 

relates to the good agreement between the theoretical estimate and model-simulated 

magnitude of Hadley cell dampening in response to large tropical eruptions.  As predicted 

in Chapter 2, the CSM1.4 simulates a 10% reduction in the strength of tropical Hadley 

circulation (and equivalent decreases in precipitation throughout the tropics) under 

Tambora- like volcanic forcing conditions.  This result suggests that a reduction in 

radiative forcing caused by simulated explosive tropical eruptions causes an immediate 

and linear simulated decrease in the surface solar radiation gain that drives Hadley cell 

overturning.  However, while there is some anecdotal evidence in modern observations to 

generally support this model result, recent instrumental records and reanalysis data 

provide no robust quantitative confirmation.  Nevertheless, theory, observational 

evidence and robust model-simulation results all support a dampened Hadley circulation 

response and thus provide a convenient qualitative explanation for one final noteworthy 

conclusion.  An associated decrease in tropical precipitation caused by volcanic forcing, 

reduced incoming solar radiation and lower evaporation rates is hypothesized to have 

caused both observed and model-simulated decreases in summertime precipitation in 

southeastern China. 
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