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ABSTRACT

Groisman and Genikhovich developed a method to obtain direct estimates of surface turbulent heat fluxes.
The authors now apply it to the territory of the former Soviet Union using the 3-/6-h data of 257 stations for
the past several decades to assess the sensitivity of sensible heat flux to cloud and snow cover. This property
was quantified for bare soil landscapes over the entire country. During the day, the presence of clouds is associated
with low values of sensible heat flux from the surface to the atmosphere. At night (and during the day in winter
in high latitudes), the sign of the effect is different, but because the direction of sensible heat flux is also different
(from the atmosphere to the surface), the presence of clouds again reduces the turbulent heat exchange between
the bare soil and the atmosphere. The estimates of “‘overall cloud effect” on summer sensible heat flux are
compared with similar estimates from five general circulation models to assess the abilities of these GCMs to
reproduce the response of this flux to cloud cover change. Snow on the ground is associated with temperature
depression. When the effect of this depression is excluded, the presence of snow on the ground is generally
associated with less water vapor in the lower troposphere under clear-sky conditions, while the evaporation rate
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Assessing Surface~Atmosphere Interactions Using Former Soviet Union Standard

and sensible heat flux are higher than average.

1. Introduction

This paper is a continuation of empirical studies of
cloud and snow cover effects (Groisman and Zhai 1994,
1995; Groisman et al. 1994a,b, 1995; Groisman and
Genikhovich 1997) based on a blend of observational
meteorological data for the past several decades. It em-
ploys the concept that the analysis of climate variability
observed during the period of intensive instrumental
observations can provide “‘overall estimates” of. these
effects.! The method of evaluating sensible heat fluxes

'By the term overall effect, we mean the summarized resuit of all
forcings and feedbacks that are associated with the change of a given
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from routine meteorological data was suggested by Gen-
ikhovich and Osipova (1984) and tested on different
datasets by Groisman and Genikhovich (1997, hereafter
GG). The complete description of the algorithm em-
ployed is presented in GG.

Surface turbulent heat fluxes, which are considered
in this paper, are intensively used in hydrology and cli-
mate modeling but are not observed (or are poorly ob-
served) by existing observational systems (Anderson
1973; Kuchment et al. 1983; Anan’ev 1986; Famiglietti

internal climate variable observed during a sufficiently long time in
the climatic system. Thus, the change in cloud cover, being itself a
result of the climatic system behavior, “‘forces” radiation and heat
balance changes, which feed back to the cloud conditions. The results
of these changes are by no means forcings or causal relationships.
They represent the changes of the state of the climatic system with
the presence of clouds or the overall effect of cloudiness that we
observe and, thus, can estimate (Groisman et al. 1996a, b).
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and Wood 1991; Dekic et al. 1995; Phillips 1994; Mi-
hailovic et al. 1995). These deficiencies make verifi-
cation of the output of climatic and hydrologic models
difficult, which in turn affects our ability to reliably
foresee the consequences of climate changes on the hy-
drologic cycle (Peck and Schaake 1990; IGBP 1991,
Henderson-Sellers et al. 1993). Knowledge of heat flux-
es at the surface and of their variability and behavior
under different climate conditions (global warming,
snow, and cloud cover changes, etc.) is essential in de-
veloping realistic general atmospheric circulation and/or
hydrologic models to meet the needs of water resource
and natural resource modelers (cf. Sellers and Hall 1992;
Famiglietti et al. 1992; Robock et al. 1995; IPCC 1996).
Currently, such fluxes are not well understood. Only
turbulent heat fluxes (sensible and latent) at the land-
atmosphere interface are discussed in this paper. Meth-
ods used for turbulent heat flux estimation are given in
Rosenberg et al. (1983). Most of them require special
observations not available from the standard meteoro-
logical network (e.g., fast response measurements of
meteorological elements or measurements of their mean
vertical profiles), or they do not provide satisfactory
results when diurnal cycles and high accuracy are re-
quired (e.g., those methods based on empirical rela-
tionships between mean values of meteorological ele-
ments and their fluxes). New remote sensing methods
are being intensively tested in several international ex-
periments (the Global Energy and Water Cycle Exper-
iment, the International Geosphere-Biosphere Pro-
gramme, the Hydrologic Atmospheric Pilot Experiment
in the Sahel, the Terrestrial Initiative in Global Envi-
ronment Research, and the Kursk Area Hydrological—-
Meteorological Experiment), but, as yet, the require-
ments of the scientific community concerning the ac-
curacy and reliability of these flux estimates have not
been satisfied. To remedy this problem, GG suggested
a method of estimating turbulent heat fluxes (primarily
sensible heat fluxes) using standard meteorological net-
work data. The standard meteorological network was
not designed to measure these fluxes, and therefore our
estimates are quite inaccurate at each point in a given
moment of time. But at the same time, they possess the
advantage of a large timescale that can be extended into
the past for several decades, they provide us with clues
about interannual variability and possible long-term
changes, and they can be used to assess relationships
with other climatic variables. Additionally, time aver-
aging over several decades allows us to substantially
reduce random errors in our estimates of long-term mean
turbulent heat fluxes (GG).

The approach to the estimation of near-surface tur-
bulent heat fluxes based on data available from the for-
mer Soviet Union (hereafter, f{USSR) standard meteo-
rological network is given in GG. Therefore, we start
with the description of the data used for estimation of
turbulent heat fluxes, and then outline the concept of
the overall effect for internal climate variables as it was
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defined by Groisman et al. (1996a) and apply it in an
assessment of the changes of surface turbulent heat flux-
es when cloud and/or snow cover are changing or (oth-
erwise) are preset. Clouds and snow cover are internal
components of the climatic system, and the entire sys-
tem responds to changes in these components. This is
the case when satellite observations (cf. Harrison et al.
1990; Sohn and Robertson 1993), as well as the output
of the general circulation models (cf. Cess et al. 1991;
Potter et al. 1992), are analyzed. This is also the case
for our estimates of the cloud and snow cover effects
described below (see also Groisman and Zhai 1995;
Groisman et al. 1996a).

The cloud and snow cover effects on turbulent heat
fluxes are functions of many variables, and thus, after
their estimation from empirical data, they can be a sub-
ject of further analyses of the physics that governs the
revealed behavior of the climatic system. These effects
are typical for current climate conditions, but we antic-
ipate that in a 2 X CO, climate, for example, they will
be different. In the changed climate conditions, the only
way to study these effects is with the appropriate GCM
runs. But before such a study is possible, these effects
should be reproduced by the GCMs for modern climate
conditions. To secure this, we are checking our empirical
estimates versus output from Atmospheric Model In-
tercomparison Project (AMIP)? runs of several GCMs
(Groisman et al. 1996b).

2. Data

Figure 1 shows the stations used in the current stage of
the study (223 primary and 34 supplementary stations
from the fUSSR). The data characteristics are given in
Table 1. In our estimation of the turbulent heat fluxes from
standard meteorological observations, we use data only
from the fUSSR because the observational practice there
included the state of the ground code and ground surface
temperature 7, that are not observed in the national net-
works of other countries or are not available to us in digital
form. Therefore, we describe below some specifics of this
network that are important for our purposes.

The primary meteorological stations in Russia (cur-
rently about 1800, but more than 4000 10 years ago)
are located on dedicated plots of land (usually 30 m by
30 m), with instruments installed in a prescribed order
and position. Everything that can affect measurements
(e.g., trees, brush, etc.) has been removed. This unifor-
mity has some advantages but may create problems with
extrapolation to contrasting environments (e.g., heavily
wooded areas).

Wind speed and direction are measured and archived

2 AMIP was launched by the internaticnal modeling community
for validation of the general circulation models (Gates 1992). The
AMIP runs are GCM runs for the same 10-yr period (1979-88), with
sea surface temperatures prescribed from observations.
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F1G. 1. Stations used in the analysis of turbulent heat fluxes over the fUSSR: primary (@)
and supplementary (A) networks. A subset of 35 stations for which data were accumulated up
to 1990 and used in our first analyses (Groisman et al. 1995) are shown by enlarged dots.

at all meteorological stations of the fUSSR. Anemom-
eters are usually installed at 10 to 12 m above the
ground. In special instances with overprotected expo-
sures, the installations are higher. Each wind datum is
a 10-min average value (State Committee of the USSR
on Hydrometeorology and Environmental Control
1985). The accuracy of a single measurement by stan-
dard wind gauges is about 0.5 m s~'. Therefore, the
data archived are rounded to integer values (Razuvaev
et al. 1995). The accuracy of the measurements under
low wind conditions is not satisfactory. All low wind
speeds (less then 0.5 m s~') are ascribed the value O,
and this seriously affects the calculations of turbulent
heat fluxes under unstable stratification. To resolve this
problem, GG developed a special algorithm to replace
the O value of “measured” wind speed with a nonzero
value that provides an estimate of the eddy diffusivity
K, equal to its boundary limit value, derived from their
equation for K, with a nonzero wind speed.

A code for ““the state of the ground” in the fUSSR
archive provides a subjective estimate of the fraction of
the meteorological site covered by snow, the type of
snow, and, when there is no snow, the general estimates
of the ground wetness (wet, moist, flooded, or dry) and
the temperature (frozen or glazed with ice). These or
similar codes are used in many countries at synoptic
meteorological stations. We use this information in two
ways. The information about presence of snow cover

and its type gives us clues about seasonal changes of
the aerodynamic roughness of the ground surface. The
information about the surface wetness helps us to es-
timate the absolute humidity at the surface and then the
vertical latent heat flux as described in GG. When the
surface is wet, moist, or snow covered, we suggest that
relative humidity at the surface is 100% and calculate
its absolute humidity from the ground surface temper-
ature.® This gives us a second measurement of humidity
in addition to that at the level of the instrument shelter.
Unfortunately, when the surface is dry, we cannot ac-
curately quantify this second humidity *““measurement”
and have to use different hypotheses.

The accuracy of the measurements of T, is estimated
by the Russian Meteorological Service as *=1°C, but
radiation errors in the mercury thermometer can bias
the measurement by up to 10°C in a desert environment
on sunny days (Gorodetsky 1970). These measurements
are performed in controlled bare soil conditions
throughout the country, and in the cases with snow on
the ground, thermometers are placed partially below the
surface of the snow. Instructions require observers to

3 With ground surface temperature as used here and throughout this
paper, we mean the temperature at the atmosphere-land surface
boundary: bare ground or the snow surface. This element is measured
at the fUSSR meteorological network.

TABLE 1. Characteristics of the Russian near-surface dataset of meteorological observations (Razuvaev et al. 1995). The map of stations
is shown in Fig. 1.

Number of
stations Time increment Period Comments
35 3-h (6-h before 1966) 1936-90 Primary
188 3-h (6-h before 1966) 1936-84/6 Primary
34 3-h 1966-84 Supplementary
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select for these measurements a 4 m by 6 m plot of land
that is free of grass and nonshadowed to cultivate it
every spring (after snow cover has melted) to the depth
of 25-30 c¢m and keep the plot flat and without dry soil
crust during the entire warm season. On this plot, three
ground surface mercury thermometers (standard, min-
imum, and maximum) are placed with their reservoirs
directed eastward. Although the observer is required to
report the reading of these thermometers to 0.1°C, the
increments of the instrument scale are only 0.5°C, and
in the digital archives, this element is rounded to integer
values of degrees Celcius. Thus, the T, measurements
may significantly differ from the ground surface tem-
peratures of the surrounding environment, which can
be, for example, grassland. Generally, we would not
expect that these measurements would be close to the
“active layer” surface temperatures derived from sat-
ellite and/or airborne remote sensors, which measure
the “skin” temperature, with the possible exception of
a flat bare soil terrain (Gol’tzberg 1969). However, it
appears that for the estimation of turbulent heat fluxes
the T, measurements can be used (Budyko 1948; Gen-
ikhovich and Osipova 1984).

To evaluate the accuracy and biases in the standard
T, measurements at the network, Zubenok (1947) per-
formed an elaborate test using as a ““ground truth surface
temperature” the records of temperature derived from
a platinum wire net placed on the ground near the in-
stallation of mercury thermometers. Observations were
performed on two different soil types in daytime sum-
mer conditions, when the measurement biases of the
mercury thermometer are most pronounced, together
with other meteorological parameters (the air temper-
ature, T, profile in the lower 1.5 m and the wind speed).
She derived an adjustment of the readings of mercury
thermometers to the *“‘ground surface true temperature”
for unstable stratification of the form

T, (“true”) = BT (measured)
— (B ~ I)T,(measured at 1.5 m), (1)

where the value of B varies from 1.4 (sand) to 1.56
(black soil). We use this formula to recalculate T, and
evaluate ground surface saturation humidity. In the
worst cases (in a desert environment in the afternoon),
these adjustments still provide reasonable accuracy in
the mean monthly turbulent heat fluxes (see the appen-
dix and GQG).

3. Concept of the overall effect for internal
climate variables

One way to evaluate the parameterization of meteo-
rological elements is to compare the modeled statistical
structure (mean, standard deviation, and spatial and tem-
poral correlation) with empirical data from the world
climate observational system (Weare and Mokhov 1995;
Stouffer et al. 1994; Del Genio et al. 1996). Groisman
et al. (1996a,b) suggested a further step in this assess-
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ment. They consider the parameterization of the mete-
orological element in the model adequate if, together
with a proper reproduction of the mean and variability
of this element, the model properly reproduces the in-
ternal relationships between this element and other cli-
matic variables. For example, parameterization of cloud
cover should lead to a proper change in the temperature
field when clouds are changing, etc.

The statistics of overall effect (OE) and ““partial over-
all effect”” (POE) are simple and easy to interpret. Grois-
man et al. (1996a) suggested using the following sta-
tistics for a set of elements “‘f” to check the proper
parameterization of the element “y” using empirical
data:

OE(fly e D) = E(f) — E(flye D), (2

where E is a mathematical expectation and E(|) is a
conditional expectation. To study the proper parame-
terization of the element “z”’ when several other internal
factors are involved, the following statistics can be used:

POE(flzx € C, y € D)
=E(flz=aye D, xe C)
~E(flz=bye D xe C). 3)

First examples of the use of these statistics were pre-
sented by Groisman and Zhai (1995) and Groisman et
al. (1996a,b). The further applications of Egs. (2) and
(3) are presented in the next sections of this paper.

Observations under clear skies play a key role in con-
temporary studies of cloud and snow cover feedbacks
and forcings (cf. Harrison et al. 1990; Cess et al. 1991;
Potter et al. 1992; Gaffen and Elliott 1993; Groisman
et al. 1994; Chanine 1995). Comparison of climate con-
ditions under clear skies with average conditions [i.e.,
statistics described by Eq. (2)] gives estimates of overall
cloud effect. Sorting by equal ranges of surface tem-
perature with preselected cloud conditions provides a
dataset for studying the overall effects of snow-covered
versus bare ground conditions on other meteorological
elements (Groisman and Zhai 1994, 1995; Groisman et
al. 1996a).

4. Overall cloud effect on the surface turbulent
heat fluxes

Figures 2 through 7 give our pilot estimates of overall
cloud effect (OCE) on the surface sensible heat fluxes
f over the fUSSR territory. We apply statistics OE(f|y
€ D) as a main research tool. Estimates pertain only to
the territory of the fUSSR and were calculated as a
difference between an average flux and an average flux
under clear-sky conditions. The preliminary estimates
of these effects presented earlier by Groisman et al.
(1995) corresponded to a coarse resolution of the net-
work selected at that stage of analysis. Now we apply
our estimates to the data of another 200 fUSSR stations
from the archive (Razuvaev et al. 1995), expand the
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FIG. 2. Pilot estimates of overall cloud effect (W m~2) on the afternoon sensible heat flux in
() January, (b) April, (c) July, and (d) October for f,,, — fic.rqy- Negative values indicate that
near-surface heat flux under cloud cover is less than that under clear skies.

period of time averaging in the past back to 1936, and
present our most recent version of these estimates. We,
nevertheless, designate them as pilot (or preliminary)
estimates because they represent only one type of land-
scape—bare soil.

The fUSSR spans 11 time zones and while construct-
ing the maps presented in Figs. 2 and 3, we chose the
time closest to 1500 LT, (afternoon) and 0300 LT (night)
for each station. The initial field of the OCE estimates
from the stations was interpolated onto a coarse grid
using a kriging procedure and then smoothed. Since, at
this stage, we are using a rather dense network of sta-
tions [257 stations instead of 69 and 35, respectively,
in Groisman and Zhai (1995) and Groisman et al.
(1995)], a simple kernel smoothing (without kriging)

delivers similar results. The effects of this smoothing,
as well as of using different sets of stations (i.e., 35,
69, and all 257 stations) instead of a sparser network,

" appear to be of minor importance. The mapped fields

of OCE are based on meteorological station data and
thus represent only one type of landscape, or the land-
scape of standard meteorological ground: leveled terrain
with bare soil and (maybe) short grass. Further studies
are required to transform these fields to fit other land-
scapes and, therefore, to characterize OCE over forest
zone and rough terrain.

Figure 2 shows our pilot OCE estimates on the af-
ternoon sensible heat flux in January, April, July, and
October. This OCE is mostly negative and indicates that
the presence of clouds is associated with sensible heat

M - 7 L G\ y ®TI0 7::
’ ol N AR XS T frso)

o " Ao

4,
o .
/ |
- . 4 ]
/ ~
-
a \ 3 1 It b 1 X
¥ 3 7
- !
52\ X
- R A
BN, A Ao
8,
. |l - -6 ]
IS 7 4
7\, .,
C : s NN

FIG. 3. The same as Fig. 2 but for night sensible heat flux.
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fluxes less than those under clear-sky conditions. The
extremely high differences of sensible heat fluxes be-
tween average and clear-sky conditions along the south-
ern border of the fUSSR are suspicious. These regions
are mountainous, and the legitimacy of spatial extrap-
olation of our estimates here is questionable. In the
warm season, we obtain a mostly zonal pattern of this
effect: its magnitude increases from north to south in
the range —50 to —150 W m~2. But over the deserts
and semideserts of central Asia in summer (July), the
distinction between clear-sky conditions and average
conditions (which include more than 70% of days with
clear skies) diminishes. This is also seen in the decrease
of cloud effect in this region to ~50 W m~2 or less
(Fig. 2c). The uncertainty in sensible heat flux estimates
(related to different methods of handling the bias in the
ground surface temperature) does not affect the pattern
of the daytime OCE on these fluxes and changes its
amplitude little. So replacement of the B value in Eq.
(1) from 1.4 (sand soil) to 1.56 (black soil) in the dry
steppe environment (Saratov, Russia, midday in July,
with clear skies) increased the ground surface temper-
ature by ~3 K but changed the single values of sensible
heat fluxes by approximately 15%.

At night (Fig. 3) and in winter over northern Eurasia,
there is a weak positive cloud effect on sensible heat
fluxes up to 5 W m~2. This is correlated to the nighttime
(including polar night) cloud ““warming” of the surface
(Groisman et al. 1996a) and to strong inferences be-
tween this warming and surface turbulent heat fluxes.

During the day, sensible heat flux is mostly directed
upward and the negative values of OCE indicate that
average values of sensible heat flux are less than those
for clear-sky conditions. At night, this flux is mostly
directed downward, and the positive values of OCE
again indicate that the absolute values of turbulent heat
exchange between the atmosphere and land surface are
weaker with clouds than under clear skies. Thus, in
almost all situations, the presence of clouds is associated
with a decrease of the exchange of sensible heat between
bare soil and the atmosphere. This in turn affects con-
vective processes and cloudiness itself.

The variability of the daytime sensible heat fluxes
in the warm period is enormous (Table 2). Therefore,
the estimates presented in Fig. 2 may be inaccurate
when the sample size (i.e., the number of clear-sky
observations) is not sufficient. We select the worst
case (July afternoon with turbulent heat fluxes) and
assess in Fig. 4 the accuracy of determination of the
sign of the overall cloud effect on these fluxes. We
intentionally used only half of the period of obser-
vations (1966-90) with a subset of 35 stations that
were well distributed over the fUSSR territory. Stu-
dent’s ¢ scores plotted in this figure show that the sign
of the cloud effect on the sensible heat flux is defined
well beyond the 99% level of confidence (¢ scores are
above or near 3, with the effective number of degrees
of freedom varying from 500 in the desert to 20 in
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the forest zone). Nevertheless, the confidence inter-
vals are quite wide. We can reduce this uncertainty
by (a) adding more points and spatially averaging
them over appropriate grid cells, thereby reducing the
variance of the estimates and increasing the ¢ scores
(this is a standard way to handle the situation, and
the complete network of 257 stations provides us with
this opportunity), and (b) introducing a less strict def-
inition of clear-sky conditions, such as adding the
partly cloudy observations with a cloud cover of 1
octa to ‘‘clear skies” (we did this in the next section
when we assessed the performance of five GCM
AMIP runs in the characterization of July OCE on
sensible heat flux). The main reason for the low ¢
scores is the small sample size: clear-sky summer af-
ternoon conditions in high latitudes are quite rare
(Fig. 4b; see also Gaffen and Elliott 1993; Warren et
al. 1986; Hahn et al. 1994). The situation, however,
stays manageable due to the long period of standard
meteorological observations, which allows time av-
eraging. Table 3 contains the estimates of standard
deviations of the differences shown in Figs. 2 and 3.
The values of these estimates are affected by the vari-
ance of sensible heat fluxes and by the number of
situations with clear skies during the period of ob-
servations. In the forest and tundra zones, high values
of these standard deviations in summer afternoons are
related to a small number of the clear-sky situations,
while in desert and steppe zones, high variability of
afternoon heat fluxes is responsible for the magnitude
of these values.

We would like to be able to assess the changes in
time of turbulent heat fluxes for the entire period of
data availability. Since the mid-1930s, synoptic ob-
servations in the fUSSR have been located mostly in
airports—thus, in locations open to wind. This and a
strict standard observational program determine the
unaltered system of meteorological elements that is
used for the evaluation of sensible heat fluxes in our
method for the past several decades. However, there is
one problem that still requires special attention. In
1966, the Soviet meteorological service converted its
observational program at the primary network from the
6-h time step to a 3-h time step. But, at the same time,
the hours of observations were shifted to be in line
with Greenwich Mean Time. This introduces a ho-
mogeneity problem into the time series of each element
that has a diurnal cycle. These inhomogeneities were
assessed for temperature, cloudiness, etc., but not for
sensible heat fluxes. In the summer season, these fluxes
change by two orders of magnitude, and a minor shift
(or change in the method of time averaging) may in-
troduce a bias that will affect the conclusions about
possible trends. Patterns of our estimates of the dif-
ferences between average and clear-sky conditions for
two periods before and after 1966 (Fig. 5) stay intact,
but the magnitude of our estimates appear to be af-
fected by this change. We observe an increase of our
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TABLE 2. Examples of diurnal and seasonal changes of sensible heat fluxes over bare soil in different climatic zones of the fUSSR (W
m~2). Mean and standard deviations for the 25-yr period 1966-90.

0000 LT 0300 LT 0600 LT 0900 LT 1200 LT 1500 LT 1800 LT 2100 LT
Month Avg.  Std. Avg.  Std. Avg. Std.  Avg. Std. Avg. Sud.  Avg. Sud Avg.  Std. Avg.  Std.
Tundra zone, Nar’yan-Mar, 67.7°N, 53.1°E
1 -6 17 -7 14 -7 14 -6 19 -7 13 -8 16 -7 15 -6 15
2 -9 21 -9 14 -8 14 -6 13 0 14 -8 13 -10 13 -9 14
3 -11 14 -10 13 -9 1 3 18 16 31 2 18 -12 14 -12 13
4 -6 15 -6 13 0 16 29 47 43 62 25 46 -2 20 -8 17
5 -2 13 0 114 12 24 44 59 64 81 51 71 17 39 0 16
6 -2 9 0 9 17 22 78 81 124 112 107 87 40 43 0o 11
7 -2 9 -1 8 16 22 79 79 129 119 114 98 46 60 0 11
8 -4 7 -3 6 5 10 43 55 77 90 61 66 13 25 -3 8
9 -6 7 -5 7 -3 7 10 18 29 39 15 30 -5 8 -6 7
10 -4 13 -3 21 -3 13 0 15 1 17 —4 13 -6 12 -5 16
11 -3 17 -2 26 -2 17 -3 16 -2 15 -4 16 -3 16 -3 16
12 -5 19 -4 20 -5 15 -5 20 -5 22 -7 13 -5 16 -5 14
Forest zone, Nizhnii Novgorod, 56.3°N, 44.0°E
1 -4 11 -3 11 -2 13 -2 12 7 16 -1 11 -5 10 -4 13
2 =7 11 -5 13 -5 9 -2 9 20 33 3 16 -9 12 -9 12
3 -9 10 -7 10 -7 9 2 i3 19 46 3 20 -10 12 -10 13
4 -9 10 -8 9 =5 9 18 32 54 70 41 74 -3 14 -9 12
5 =7 8 -6 8 0 8 84 75 158 148 123 103 25 43 -6 8
6 -4 7 -4 6 5 9 113 107 184 150 149 133 46 57 -2 7
7 -3 6 -3 5 3 6 95 73 61 123 138 113 42 40 -2 6
8 -3 16 -3 6 0 5 65 59 129 105 108 96 19 26 -3 6
9 -4 6 -3 6 -2 6 23 30 67 67 43 49 0 8 ~4 7
10 -4 9 -3 9 -2 8 4 12 20 41 6 23 -5 9 -5 10
11 -1 11 -1 11 0 13 1 15 5 17 -1 12 -3 10 -2 10
12 0 15 0 15 0 17 0 13 7 25 0 18 -1 13 -1 13
Steppe zone, Simpheropol, 44.9°N, 34.2°E
1 -7 17 -7 17 -7 17 -6 18 21 46 27 42 -2 17 -6 16
2 -1 15 -6 16 -7 17 -2 17 54 70 66 73 2 19 —4 16
3 -8 13 -8 14 -9 14 7 20 144 177 145 131 19 25 -6 13
4 -8 12 -10 14 -11 13 48 68 236 242 227 178 60 53 -3 12
5 -4 10 -6 10 -6 9 117 126 328 290 274 168 100 74 0 9
6 —4 7 -6 7 -5 8 143 143 364 333 301 183 128 80 2 12
7 -4 6 -6 6 -5 6 119 11t 333 286 306 208 125 70 0 8
8 -5 6 -7 7 -8 7 78 78 302 257 265 137 89 50 -2 9
9 -7 7 -9 8 -9 8 30 32 246 210 225 172 40 35 -5 9
10 -9 9 -10 11 -10 11 4 14 153 163 143 147 0 14 -7 9
11 -10 13 -11 14 -10 13 -6 14 52 83 43 51 -5 15 -8 13
12 -8 14 -9 15 -8 15 -6 16 12 28 13 28 -5 13 -7 13
Desert, Tamdy, 41.7°N, 64.6°E (+1-h time shift, i.e., 1100 instead of 1200 LT)

1 -6 16 -4 18 -4 20 -3 19 23 45 60 94 4 25 -4 23
2 -6 21 -6 21 -5 25 -5 21 48 78 103 118 20 46 -5 19
3 -8 13 -7 12 -7 11 -2 13 136 180 212 240 72 91 -6 15
4 -10 11 -10 12 -8 21 5 20 187 178 268 259 118 151 -6 20
5 -9 15 -8 14 -9 11 38 58 295 242 420 381 214 191 -1 27
6 -9 9 ~10 9 -9 9 44 48 336 271 458 335 262 195 2 14
7 -9 10 -9 9 - -8 19 32 45 320 259 430 323 249 194 3 21
8 -10 11 -9 12 -8 14 13 29 281 214 364 219 204 132 -4 21
9 -12 11 -11 10 -10 10 -2 13 244 218 340 243 141 115 -3 33
10 -12 12 -10 11 -10 15 -7 19 161 185 239 231 48 65 -9 12
11 -11 13 ~-10 16 -10 11 -8 13 50 71 106 125 1 21 -9 27
12 -6 16 -5 18 -4 2 -5 15 16 32 42 58 0 22 -5 14

OCE estimates by up to 50% between these two pe-
riods. Unfortunately, before any statement about the
effects of ““climatic change’’ on this OCE can be made,
a thorough analysis of the diurnal cycle of the sensible
heat flux over bare soil should be performed, and its
contribution to the average from two sampling strat-
egies (eight times per day and four times per day)

should be assessed. OQur comparison of average sen-
sible heat fluxes for the periods before and after 1966
reveals statistically significant differences in mean dai-
ly fluxes in the southern part of the fUSSR (Fig. 6)—
that is, in the regions where the potential bias men-
tioned above could be especially pronounced. This is-
sue requires additional studies.
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FIG. 4. (a) Student’s ¢ scores of the estimates of overall cloud effect
on July afternoon sensible heat fluxes; estimates are based on 35
primary stations well distributed over the territory of the fUSSR
(enlarged dots in Fig. 1). (b) The number of clear-sky afternoon
observations in July from 1966 to 1990.

Performance of five general circulation models in
reproducing the mean July OCE on sensible heat flux

In this section we show the comparison of our esti-
mates of OCE on sensible heat fluxes with similar es-
timates derived from five AMIP runs of the GCMs de-
veloped in the Canadian Climate Centre (CCC), the
Goddard Institute for Space Studies (GISS), the Na-
tional Centers for Environmental Prediction [NCEP, for-
merly the National Meteorological Center (NMC)], the
University of Illinois at Urbana—Champaign (UIUC),
and the Max-Planck Institute (MPI). The characteristics
of these models are available in Phillips (1994). We
received the output of these 10-yr (14 yr for NCEP%)

* The NCEP AMIP run is a 14-year-long GCM run for the period
from 1982 to 1995.

b’ 2 -70 1 1 y

FI1G. 5. Mean July estimates of the overall cloud effect on sensible
heat flux (W m~2) from the data of primary meteorological stations
for (a) 1959 to 1965 and (b) 1966 to 1985.

runs with daily (GISS, NCEP, and UIUC), 6- (CCC),
and 12- (MPI) hourly resolutions. In all five cases, we
analyzed jointly total cloudiness and sensible heat flux
fields and constructed mean monthly average fluxes for
all cases and for clear-sky conditions only. Taking into
account the short period of the AMIP run (10 or 14 yr)
and spatially averaged output of the GCMs (i.e., model
grid cells), we use a weakened condition in the definition
of clear skies to include total cloudiness of less than
0.15. We made appropriate adjustments in our estimates
of cloud effect on mean July sensible heat flux over the
former USSR, but the results remain essentially un-
changed.

Figure 7 presents the estimates of OCE on the mean
July sensible heat flux from these five GCMs and our
estimates. Generalized characteristics of accuracy (rep-
resentative standard deviations in W m~2) of these OCE
estimates are shown in Table 4. Standard deviations of

TaBLE 3. Generalized characteristics of accuracy (representative standard deviations, W m~2) of the estimates of OCE on the sensible
heat fluxes over the fUSSR territory, derived from empirical data shown in Figs. 2 and 3. Standard deviations of mean differences Jog —
JSetear 5y Were estimated from appropriate time series of these fluxes at each point.

January April July October
Afternoon Night Afternoon Night Afternoon Night Afternoon Night
Tundra 2 1.5 5 2 15 4 2 4
Forest 1 1 10 2 20 0.7 4 1.5
Steppe 2 1 7 ~0.5 30 ~0.5 8 1
Desert 7 1 30 ~0.5 15 0.2 15 0.2




FiG. 6. (a) Difference (percentage of the mean value for period
1966-85) between mean July sensible heat flux estimates from the
data of primary meteorological stations for 1966 to 1985 and 1959
to 1965 and (b) t scores of this difference (values above 2 corresponds
to a two-tail criterion that the difference is statistically significant at
the 95% level). To provide compatibility of daily mean flux estimates,
we removed from the former estimates intermediate measurements
every 3 h and left only the measurements made with 6-h time step,
which was used before 1966. Nevertheless, the compatibility is not
secured for the time zones 3, 5, 6, 8, 9, 11, and 12 because of the
1-h time shift in the observation schedule in 1966.

mean differences f,,;, — fiea sy Were estimated from ap-
propriate time series of these fluxes at each point or grid
cell. Thus, (a) they are conservative estimates of this
accuracy because the spatial correlation of estimates is
not taken into account, but (b) they do not incorporate
biases in the methods of evaluation of the sensible heat
fluxes in the GCMs (as well as in our method), which
can be different for clear-sky and average climate con-
ditions. GCM output provides grid cell average fluxes
and empirical data provide point estimates of these flux-
es. Analysis of the spatial correlation function of month-
ly sensible heat flux time series indicates that more than
a half of the variance of these time series has local
origin—that is, is not related to processes beyond a
50-km radius (Fig. 8). This function and the field of
point variance of sensible heat fluxes can be used as an
input for calculation of the variance of the area mean
sensible heat fluxes (over the grid cell) that will be
comparable to those in GCM outputs (Kagan 1979). So
far, this was not done. As a result, summer variability
of the GCM-derived sensible heat fluxes is two (in tun-
dra) to five (in desert and steppe climatic zones) times
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less than our empirical point estimates shown in Table
2. This effect also contributes to a “‘superior” OCE
accuracy of the GCM-derived estimates in Table 4.

The patterns of the OCE estimates on the mean July
sensible heat flux shown in Fig. 7 are similar, but the
magnitude of empirical estimates for bare soil land-
scape is at least twice as high as corresponding GCM
estimates for average (mixed) landscapes over the
fUSSR territory for CCC, GISS, and MPI GCMs. Point
estimates of the accuracy of this OCE generalized in
Table 4 often indicate that the differences between the
OCE estimates from observations and the output of
these three GCMs are statistically significant. For the
NCEP and UIUC AMIP runs, the pattern and amplitude
of the OCE are very close and do not differ statistically
significantly from our estimates. Until we have a proper
scale for our estimates of sensible heat fluxes, we cannot
critically evaluate the performance of the GCMs in the
reproduction of these fluxes. However, the sign and pat-
tern of OCE in these five GCMs that conform to our
empirical estimates indicate that the internal relation-
ships in these models, which are responsible for cloud
effects on the surface turbulent heat fluxes, work prop-
erly. Coincidentally, in desert, dry steppe, and tundra
climate zones, where we believe that our estimates of
sensible heat fluxes are close to area-averaged values,
the magnitudes of the OCE on these fluxes estimated
from the output of the GCMs and by our method are
the same.

5. Snow cover “effects” on surface atmosphere
interactions under clear skies

More than 100 years ago, Voeikov (1889) estimated
an average reduction of surface air temperature asso-
ciated with the presence of snow on the ground (—6 to
—5 K). His findings were confirmed several times with
new data (Lamb 1955; Pokrovskaya et al. 1965; Wagner
1973; Namias 1985; Leathers et al. 1995; Figs. 9 and
10), but the general approach did not change. The prob-
lem with this approach is that we cannot establish
whether snow cover causes a temperature decrease
(though it contributes to it) while implying that a tem-
perature decrease is a cause of establishing permanent
snow cover (although low temperatures are a necessary
condition for this). For example, in Fig. 10, we do not
see any effects of snow on the ground in winter 10-day
periods, when over the fUSSR, the absence of snow
cover does not necessarily mean warm weather, but may
correspond to anticyclonic cold conditions over the
steppe and deserts of central Asia, Kazakhstan, and
southern Siberia. In spring, however, snow cover is a
standard state of the ground over the entire country.
Therefore, the absence of snow cover corresponds pri-
marily to thaws, enhanced by a higher portion of ab-
sorbed radiation than with snow on the ground and, thus,
to higher upward daytime surface turbulent heat fluxes.
From Fig. 10, we may conclude that in spring snow
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cover ‘“‘suppresses’ turbulent heat exchange between
the atmosphere and the surface. But in fact, temperature
(and, in late spring, radiation) contributions dominate
the snow cover effect on turbulent heat fluxes in this
season. Some GCMs indicate that snow on the ground
is associated with more stable atmospheric conditions
and, thus, the troposphere gets less water vapor from
the surface (Cess et al. 1991; Cohen and Rind 1991).
The results obtained during the construction of Fig. 10
{not shown) support this statement for intermediate sea-
sons.

The decrease of temperature with snow on the ground
is so strong that all other effects of snow (including the
difference in the heat fluxes) are mostly derivatives of
this 5-K cooling. We believe that it is time now to further
our understanding of this established relationship (cf.
Figs. 9 and 10) to reveal the impact of snow on the
ground on other meteorological elements after the effect
of a temperature decrease is taken into account. Snow
has properties that affect other meteorological elements:
for example, it is an additional source of water vapor
and produces a reduced surface roughness. These prop-
erties have a signature that is separate from the radiative
effects of snow. The effects of these properties can be
estimated when we “remove” the effect of a temper-
ature decrease. Below, we present the diagnostic statis-
tics that give information about the magnitude of the
snow cover impact on the turbulent heat fluxes when
the temperature contribution is eliminated/reduced. To
achieve this goal, we selected in our analyses the data
from the same surface temperature ranges R and then
assessed the effect of snow cover on the turbulent heat
fluxes separately within these ranges.

Because the effect of surface conditions on turbulent
heat fluxes are greater under clear skies, we used the
clear-sky conditions to delimit the possible effects of
the presence of snow on the ground on these fluxes. We
applied POE (fl|zly € D, T € R) statistics as a main
research tool. To obtain the values of this POE, the
estimates of heat fluxes at each primary station were
sorted by surface air and/or ground temperature, cloud-
iness, and the presence of snow on the ground. Only
those temperature ranges R (0.5 K) were selected for
which both surface conditions (snow and no snow) were
observed under clear skies at least 10 times during the
analysis period. The difference (f,,, — fi...) Was then
calculated for each selected temperature range R and
for each station. Only saturated ground conditions were
used for latent heat fluxes. The average values of these
differences for temperatures below freezing are pre-
sented in Table 5. To obtain the values in Table 5, (a)
estimates of turbulent heat fluxes (based on 3- and 6-h
data of 223 stations, well distributed throughout the for-
mer USSR, for the past 50 yr) were sorted by ground
surface temperature (in the ranges 0.5 K) and the pres-
ence of snow on the ground (we also considered sep-
arately the case for clear-sky conditions); (b) the average
fluxes were calculated in each group separately, but we
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included in the analysis only those temperature ranges
for which both snow and no-snow conditions occurred
at least 10 times during the past 50 yr; and (c) the
differences between turbulent fluxes in each range for
snow-no snow conditions were arithmetically averaged.
A total of about 10° observations over bare soil and 2
X 10¢ observations over snow-covered land from 223
stations for the period 1936-84 qualified to participate
in this analysis. Because we excluded dry bare soil con-
ditions from our analysis of latent heat flux sensitivity
to the presence of snow on the ground, our sample size
for latent heat flux over bare soil is 20% less than that
for sensible heat flux. Accuracy (standard deviations)
of these estimates varies from less than 0.2 W m~2 for
average latent heat flux to 1 W m~2 for sensible heat
flux under clear-sky conditions. The distribution of these
differences with surface temperatures is shown in Fig.
11. This figure indicates that the largest differences are
when the ground surface temperature is close to the
freezing point and that the signs of partial snow cover
effects (i.e., when temperature contribution was ex-
cluded) become different from those in Fig. 10.
Groisman et al. (1995) show that the presence of snow
on the ground is associated with a water vapor decrease
in the lower troposphere under clear-sky conditions for
North America and for most of Eurasia. They found a
13% average decrease of water vapor content for the
fUSSR when snow was on the ground as compared to
bare soil conditions. Sorting by equal ground surface
temperatures in the fUSSR refines and strengthens this
effect to a 22% average decrease (Table 6). Note that
this decrease of atmospheric water vapor pressure over
snow-covered soil for the same surface temperatures
corresponds to an increase of evaporation rates. We
estimate the average increase of latent heat flux over
saturated soil for the same negative surface tempera-
tures to be about 6 W m~2 (but it is close to 20 W m™2
for clear-sky conditions) when snow is on the ground
(Table 5, see also Fig. 11). Values presented in Table 5
indicate that the evaporation rate from snow cover is
higher than that from bare soil for clear skies, as well
as for average climate conditions, when temperature ef-
fects are “‘factored out.” The removal of the “‘temper-
ature factor’’ allows us to estimate the weak effects on
turbulent heat fluxes of other snow properties, such as
its reduced roughness and, related to this roughness, the
increase of near-surface winds. The increase of turbulent
heat fluxes with snow on the ground shown in Fig. 11
allows the following interpretation: this is a manifes-
tation of the near-surface wind transformation by snow
cover. In fact, we checked directly the changes in the
wind field with snow on the ground. When the tem-
perature effects are factored out, wind speed increases
by 20% to 40% with the presence of snow on the ground.

6. Conclusions

Using the 3-/6-h data of 257 stations for the past
several decades and the method developed by Groisman
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F1G. 7. Surface sensible heat flux overall cloud effect as estimated from the CCC, GISS, MPI, NCEP/NMC, and UIUC AMIP model runs
over land areas only (upper three rows of maps and the enlarged map on the next page) and from empirical data (bottom row of maps) for
mean July averages. Estimates of OCE are equal t0 f,,; — fijeuru,- Flux direction from the surface up is considered positive. A ‘‘clear sky”
day is defined as a day when total cloudiness was less than 0.15.
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FiG. 7. (Continued)

and Genikhovich (1997), the sensitivity of sensible heat
flux to cloud cover has been quantified for bare soil
landscapes over the territory of the fUSSR. During the
day, the presence of clouds is associated with low values
of sensible heat flux from the surface to the atmosphere.
At night (and during the day in winter in high latitudes),
the sign of the effect is different, but because the di-
rection of sensible heat flux is also different (from the
atmosphere to the surface), the presence of clouds again
reduces the turbulent heat exchange between the bare
soil and the atmosphere.

The OCE estimates on summer sensible heat flux are
compared with similar estimates from five AMIP GCM
runs to assess the abilities of these GCMs to reproduce
the response of this flux to cloud cover change. We

TABLE 4. Generalized characteristics of accuracy (representative
standard deviations, W m~2) of the estimates of OCE on the July
mean daily sensible heat fluxes over the fUSSR territory, derived
from empirical data and from output of the four GCM AMIP runs
(Fig. 7). Standard deviations of mean differences f,,; ~ fi.u wy were
estimated from appropriate time series of these fluxes at each point
or grid cell.

Data NCEP CCC GISS  UIUuC MPI
Tundra 5 4 2 4 5 4
Forest 5 8 2 3 5 4
Steppe 10 3 3 1 2 3
Desert 3 ~0.5 ~0.5 ~0.1 ~0.2 ~0.3

found that the sign, the pattern, and the magnitudes of
our OCE estimates coincide with similar estimates de-
rived from the NCEP and UIUC AMIP runs, thus in-
dicating that this feature of the behavior of the modern
climatic system is well reproduced by the land-surface
interaction schemes of these two models. Three other
tested GCMs (CCC, MPI, and GISS) produce patterns
and signs of the OCE that are similar to our estimates,
but the magnitude of this effect in the forest zone is
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F1G. 8. Spatial correlation function of the mean monthly sensible
heat fluxes over the fUSSR for July. Estimates are obtained from the
223 time series of monthly sensible heat fluxes at the fUSSR primary
network (dots in Fig. 1) for the period 1966 to 1984 or 1986 under
the assumption that the field of these fluxes is spatially isotropic and
homogeneous.
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Ground surface temperature differences

FiG. 9. Average distribution of the mean difference between ground
surface temperatures associated with the presence of snow on the
ground. It is a result of processing approximately 3 X 10° synoptic
observations at the primary network (dots in Fig. 1) well distributed
over the former USSR inside the same 10-day intervals when both
“snow on the ground” and ‘“‘no snow on the ground” situations were
reported during the period 1936-84/6. Initially data were separated
by climatic zones from tundra to desert and by day and night ob-
servations, but these separations produce little difference in results.

reduced twofold compared to our estimates for bare soil
landscapes over the fUSSR territory.

Snow on the ground is associated with temperature
depression. When the effect of this depression is ex-
cluded, the presence of snow on the ground is generally
associated with less water vapor in the lower tropo-
sphere under clear-sky conditions, while the evaporation
rate and sensible heat flux are higher than average.

The differences in turbulent heat fluxes with snow on
the ground are often being suggested as the cause of
special effects that overrun the radiative effects of snow
(Cohen and Rind 1991). So far, we cannot support or
disregard this point of view. Our diagnostic study in-
dicates only that after a temperature decrease is taken

o w,m

n

et

L
hY

e

3 .10
B R— g
' W 4
-20
g [\
i ~&y \ — o
2 -30 \ Average |
35 il Rt B -
Vi Clearskies | __ .
y
-45 T T Y T T T T T
0 50 100 150 200 250 300 350 |Days

Julian Day

FiG. 10. Seasonal cycle of the differences between sensible heat
fluxes with snow on the ground and bare soil conditions. Ten-day
averages. Data of 223 primary USSR stations are used for the period
1936-84/6. The categorizing procedure is similar to that described
in Fig. 9.
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TABLE 5. Mean increase (W m~2) of turbulent heat fluxes fo,
the same ground surface temperatures with snow on the ground. Daty
pertain to the fUSSR territory (3- and 6-h observations from 223
primary stations for the period 1936-84/6).

Average Clear-sky
conditions conditions
Sensible heat flux 11 29
Latent heat flux
from saturated surface 6 18

into account, the sign of the effect of snow cover on
turbulent heat fluxes changes {the appropriate OE, [Eq.
(2)] and POE [Eq. (3)] statistics have different signs}.
A comprehensive assessment of all components of the
surface heat balance in cold environments similar to that
made by Cohen and Rind (1991) with their GCM output
but based on observations will be a relevant tool for
future analysis of these effects.
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TABLE 6. Mean decrease (percent) of the near surface water vapor
content for the same surface air temperatures with snow on the ground
as derived from 3-h data from 35 stations well distributed over the
fUSSR territory. The data were compared in the same temperature
ranges (*0.5°C) of surface air and ground temperatures (Groisman
et al. 1995).

Average Clear-sky

Sorting by surface conditions conditions
Air temperature —4% —13%
Ground temperature —8% —22%
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APPENDIX

Effect of Irrigation on Turbulent Heat Fluxes:
Desert versus Qases

This assessment is a pilot study that emerged during
the process of verification of the GG algorithm of sen-
sible heat flux evaluation in the desert environment.
Groisman and Genikhovich (1997) initially planned to
complement the verification of this algorithm by the
comparison of the estimates of these fluxes from stan-
dard meteorological data at the first-order station Chard-
zhow (39.1°N, 63.6°E) and the heat balance station,
(HBS) with the same name located nearby. However,
analysis of the metadata from the HBS showed that this
comparison would be valid only during the cold half of
the year, when human activity does not interfere with
the observational program at the HBS.

Chardzhow, Turkmenistan, is located in the Kara-
Kum Desert on the bank of the Amu-Dar’ya River. Al-
though the climate conditions are harsh [no precipitation
from June to October; mean values of summer daytime
surface air temperature around 30°C, while the surface
ground temperature is in mid-50s (°C); severe dust
storms], the Amu-Dar’ya River water provides means
for agriculture (cotton production and gardening). The
population of this city steadily grows, and the HBS,
which was installed in the late 1950s on an open ‘‘nat-
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FiG. Al. Turbulent heat fluxes in the desert environment at Chard-
zhow, Turkmenistan. Mean monthly values for 1983 with preserved
diurnal cycle. (a) Sensible heat fluxes for the “cold” season of the
year. Estimates suggested by GG (triangles connected by solid lines)
were obtained from the standard meteorological data at the primary
station, the Chardzhow airport, with a 3-h time step starting with
0000 UTC; thus, the maximum in these estimates of sensible heat
fluxes at 0900 UTC corresponds to 1400 LT. Vertical bars represent
the estimates derived from the observations at the Chardzhow heat
balance station by a standard method based on the station’s gradient
observations. These observations are made six times per day at 0100,
0700, 1000, 1300, 1600, and 1900 LT. (b) The same estimates for
June through October, but additionally total turbulent heat fluxes (la-
tent + sensible heat fluxes, horizontal bars) derived from the obser-
vations at the Chardzhow HBS are presented. The rationale for this
addition is a high level of irrigation of vegetable gardens around the
HBS that makes the comparison of sensible heat fluxes from the desert
environment (airport) with the HBS data meaningless without ac-
counting for latent heat fluxes. In May (not shown) in both locations,
evaporation significantly contributes to the total surface turbulent heat
flux.

ural”’ desert site, became surrounded by vegetable gar-
dens 30 years later. These gardens are intensively irri-
gated from mid-April to the end of September. As a
result in 1983, the HBS metadata reported sparse dry
grass on the site from January to March and from No-
vember to December, but from April to September, green
grass was reported (with the end of irrigation season in
October, this grass became yellow and dried out in No-
vember). Due to the large distance from gardens and
the specifics of the procedure of the ground surface
temperature observations, meteorological station Chard-
zhow (in the airport) was not (or less) affected by ir-
rigation. The values of daytime ground surface tem-
peratures in the mid-50s (°C) and the near-surface tem-
perature gradients about 15 K in the lowest 2 m indicate
the absence of any evaporation at the Chardzhow me-
teorological station in the summer daytime.
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Figure Ala shows the close correlation of the mean
monthly sensible heat fluxes to preserved diurnal cycle
(i.e., averaged over approximately 30 observations at
the same time of day) derived from our method and at
the HBS for the cold season. The cold season here cor-
responds to the mean monthly temperatures from slight-
ly above the freezing point in January to 9°C in March.
This validation of the GG method of estimation of sen-
sible heat flux was extremely successful, but in the warm
season, a new situation emerges.

The mean April temperature is 17°C, and in the sec-
ond half of this month, the irrigation season starts. This
immediately leads to a distortion of the correlation of
the daytime sensible heat fluxes at the HBS and at the
airport. In the afternoon, we estimate this flux at the
airport on the order of 200 W m~2, while the HBS gives
only 130 W m~2 The HBS mean monthly afternoon
sensible heat flux was never higher than 170 W m™2
during this year, while the meteorological station mean
monthly afternoon heat flux was at the level of 400 W
m~? during most of summer 1983. At the same time,
the HBS reported significant summer evaporation, a pro-
cess that ceased to exist in the bare soil conditions at
the Chardzhow meteorological station. Figure 12b
shows the turbulent heat fluxes at these two locations
in the warm period of 1983. During this period, when
precipitation is absent, the total daytime turbulent heat
flux (sensible + latent) from the HBS site was close to
the sensible heat flux at the airport (in June, September,
and October) or exceeded it by 20% (July) to 50% (Au-
gust). Thus, during the two hottest months of the year
during the peak of irrigation, not only does a redistri-
bution of the income radiation between two types of
turbulent fluxes occur, but a total redistribution of all
components of the surface heat balance is observed:
there is an increase of absorbed radiation due to the
reduction of the albedo of the soil, a decrease of out-
going longwave radiation due to the decrease of 7, and
a consequent release of the extra energy to the atmo-
sphere via turbulent heat fluxes. Because of the short
distance between the Chardzhow airport and the HBS,
and a flat terrain, it is difficult to prescribe these changes
to local climate specifics (e.g., clouds, etc.). The human
impact, irrigation, drives the revealed differences in tur-
bulent heat fluxes. It should be noted that the changes
in radiation can be claimed only at the peak of the desert
summer with enormous (and regretfully, reckless) irri-
gation. The same plots for June, September, and October
hint that only redistribution between different types of
turbulent heat fluxes occurs with the processes under
consideration.

While writing this appendix, we did not pretend to
assess the problem of land-use effects on the turbulent
heat fluxes comprehensively. To do this, we must pro-
cess a larger dataset than a 1-yr record at one station,
involve in the analyses radiation measurements that are
available at the same locations, touch base with the mod-
ern observational programs from space, etc. We also do
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not pretend to be pioneers in this subject. All contem-
porary textbooks on climatology more or less address
the oases effects. But here we draft a new approach,
which can deliver a quantitative and comprehensive as-
sessment of the interaction of land use and surface heat
balance using the rich and still not utilized sources of
standard and nonstandard meteorological information
available worldwide.
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