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Abstract

A three-dimensional climate model was used to perform 25 simulations over the last millennium, which are driven by the main
natural and anthropogenic forcing. The results are compared to available reconstructions in order to evaluate the relative
contribution of internal and forced variability during this period. At hemispheric and nearly hemispheric scale, the impact of the
forcing is clear in all the simulations and knowing the forced response provides already a large amount of information about the
behaviour of the climate system. Besides, at regional and local scales, the forcing has only a weak contribution to the simulated
variability compared to internal variability. This result could be used to refine our conception of Medieval Warm Period and Little
Ice Age (MWP and LIA). They were hemispheric-scale phenomena, since the temperature averaged over the Northern Hemisphere
was, respectively generally higher/lower during those periods because of a stronger/weaker external forcing at that time.
Nevertheless, at local-scale, the sign of the internal temperature variations determines to what extent the forced response will be
actually visible or even masked by internal noise. Because of this role of internal variability, synchronous peak temperatures during

the MWP or LIA between different locations are unlikely.
© 2005 Elsevier Ltd. All rights reserved.

1. Introduction

Reconstructions of surface temperature averaged over
the Northern Hemisphere display relatively warm
conditions at the beginning of the 2nd millennium
AD, albeit cooler than in the late 20th century (e.g.,
Jones et al. 1998; Mann et al.,, 1999; Crowley and
Lowery, 2000; Briffa et al., 2001; Briffa and Osborn,
2002; Esper et al., 2002). The amplitude of the variations
of this Medieval Warm Period (MWP) as well as the
timing of the temperature maximum differs in these
various reconstructions but they agree that warm
conditions ended before 1300 AD (e.g.; Bradley, 2000;
Crowley and Lowery 2000; Grove 2001). The relatively
cool conditions were followed by a slow temperature

*Corresponding author. Tel.: +3210473298; fax: +3210474722.
E-mail address: hgs@astr.ucl.ac.be (H. Goosse).

0277-3791/$ - see front matter © 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.quascirev.2004.12.009

recovery at the end of the 14th century, after which a
gradual cooling set in, leading to particularly cold
conditions during the 17th and the early 19th centuries,
which are the coldest period of the Little-Ice Age (LIA).
This long-term cooling trend was interrupted by
relatively short, warm periods, as for instance in the
middle of the 18th century. The cold period ended in the
19th century and was followed by a warming in the 20th
century which leveled off during the 1940s. The latest,
relatively fast, increase of Northern Hemispheric tem-
perature since the 1950s can be mainly attributed to
anthropogenic greenhouse warming (e.g., Hegerl and
North, 1997; Crowley, 2000; Bertrand et al., 2002; Stott
et al., 2000; Meehl et al., 2002).

Despite historical accounts and multi-proxy evidence,
there is presently no accepted definition of the MWP
and the LIA. Because of that, some people suggest
avoiding the wuse of these terms. Although on
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hemispheric scales all temperature reconstructions ex-
hibit a general cooling tendency from the beginning of
the 2nd millennium AD until the 19th century, it is still
unclear whether the MWP and LIA were truly global
phenomena or whether current temperature reconstruc-
tions reflect more regional conditions. Analysing a large
number of records, Hughes and Diaz (1994) argued that,
in some arcas of the world, the temperatures were
relatively high during the MWP, in particular in
summer. However, in other regions such as the South-
eastern United States or Southern Europe along the
Mediterrranean Sea, the climate during that time was
not different from the periods that preceded or followed.
Furthermore, the timing of the various warm episodes
was not synchronous between different regions, as also
noticed by Crowley and Lowery (2000) and Bradley et
al. (2003). The cooling during the LIA appears more
coherent over the mid-latitudes of the Northern
Hemisphere. However, not all regional records show a
consistent and synchronous cooling (e.g. Bradley and
Jones, 1992, 1993; Jones et al., 1998, 2001; Bradley,
2000; Mann et al., 2000).

Climate model simulations could be used to study the
characteristics of the MWP and LIA as well as to gain
insight into the mechanisms that caused these climate
variations. When driven by estimates of solar and
volcanic forcing, physical and statistical models repro-
duce quite well the low frequency evolution of the
northern hemisphere surface temperature as deduced
from proxy records over the period AD 1000-1850 (e.g.,
Crowley, 2000; Bertrand et al., 2002; Bauer et al., 2003;
Gerber et al., 2003). This suggests that external forcing
plays a key role as pacemaker of low-frequency
variations. In order to simulate the observed warming
of the last century, it has been necessary to include also
anthropogenic forcings (e.g., Crowley, 2000; Stott et al.,
2000; Bertrand et al., 2002; Meehl et al., 2002).

Climate models used for an assessment of externally
forced millennial-scale variability have very low resolu-
tion and the majority of them are two-dimensional
(i.e. latitude and altitude/depth are varying). As a
consequence, their results could not be used to gain
information on a regional basis, not even at a
continental-scale. Potentially, such information could
be obtained from the comprehensive, three-dimensional
general circulation models (GCMs) but, because of the
high computer-time requirements, only a few transient
simulations spanning the last 500 years have been
published up to now (e.g., Cubasch et al., 1997; Rind
et al., 1999; Waple et al., 2002; Gonzalez-Rouco et al.,
2003; Widmann and Tett, 2003). GCM simulations were
used to compare simulated response patterns to external
forcing with low-frequency patterns deduced from
observations. Three-dimensional general circulation
models were also used to study the physical processes
which amplify the climate response to strong external

forcing, for instance during the minimum in solar
irradiance of the late 17th century (Shindell et al.,
2001). In addition, unforced GCM simulations were
used in order to compare patterns of internal low-
frequency variability with those obtained from recon-
structions (Jones et al., 1998; Collins et al., 2002).

To overcome the computing time constraints of
GCMs, it is possible to use low resolution three-
dimensional models including a simplified, but reason-
able, representation of the most important physical
processes. Such an approach has been taken by van der
Schrier et al. (2002) who analysed sea level variations
during the last millennium. As in the majority of studies
using GCMs on time-scale longer than 150 years, van
der Schrier et al. (2002) performed only one simulation
for each experimental design. This may be enough to
look at large-scale, low-frequency variations, to make
process studies or to look at the patterns associated with
a particular forcing. However, such an approach is
problematic in the sense that the observed trajectory of
the climate system is just one realization within an
ensemble of possible (partly externally forced) trajec-
tories. The same holds for a single model simulation. In
both cases internally generated internal variability could
mask the forced signal.

As a consequence, in the present study, our goal is to
estimate the contributions of forced and internal
variability in the Northern Hemispheric climate evolu-
tion during the last millennium. To do so, an ensemble
of 25 simulations is performed with a three-dimensional
model of intermediate complexity. The model includes
an improved version of the atmospheric model used by
van der Schrier et al. (2002) coupled to a coarse-
resolution ocean-sea-ice general circulation model. First,
the results of the ensemble simulation are compared to
observations to test the skill of the model. In a second
step, the model results are used to help in the
interpretation of the reconstructed temperature time
series. We address the question as to whether the MWP
and the LIA are robust features which were forced by
solar and volcanic activity or whether they are
representations of internal climate noise. To structure
our analysis, we discuss the comparisons of simulated
and observed temperature time-series on three different
spatial scales (hemispheric, continental and regional)
and separately consider the evolution of spatial patterns.
We only use reconstructed temperature time-series with
high temporal resolution because a reasonable number
of these types of reconstruction are available now, for
various regions of the world, and because the compar-
ison with model variables is relatively straightforward.
Our analysis will cover the period 1000-1980 AD as
most proxy data are not available for the last 20 years.

Another interesting perspective on the issue of
externally generated climate variability is that of
predictability. Lorenz (1975) introduced two kinds of
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climate predictability. Predictability of the first kind
describes the loss of information during a forecast due
to initial condition uncertainties. Predictability of the
second kind on the other hand is associated with the
influence of non-stationary boundary conditions on the
system’s evolution. Climate predictability of the first
kind has been investigated by Griffies and Bryan (1997)
and Groétzner et al. (1999) using coupled GCMs and
ensemble simulations. Their analysis focused on the
potential predictability on decadal and interdecadal
timescales. The idea of these ensemble studies was to
explore the possibility that simulated preferred inter-
decadal climate modes associated with variations of the
strength of the thermohaline circulation (Delworth
et al., 1993; Timmermann et al., 1998) are predictable
up to a decade or so in advance, given well-defined
oceanic initial conditions. For non-stationary boundary
conditions (solar, orbital, volcanic forcing) this problem
turns into a predictability problem of the first and
second kind. The goal of our study is to explore this type
of “mixed” predictability for the climate of the last
millennium.

Our paper is organized as follows: In Section 2, a
description of the model and of the experimental design
of our simulations is given as well as a brief description
of the techniques used and the limitations of the study.
Section 3 analyses the results of the simulation. We first
study the large-scale evolution of annual mean tem-
peratures during the last millennium. Then, we discuss
the regional climate changes driven by the external
forcing and finally the evolution of large-scale patterns.
Section 4 includes a discussion of the results and Section
5 summarizes our main findings and puts them into a
broader perspective.

2. Methods
2.1. Model description

ECBILT-CLIO is a three-dimensional coupled atmo-
sphere—ocean—sea ice model (Goosse et al.,, 2001;
Renssen et al., 2002). The atmospheric component is
ECBILT2 (Opsteegh et al. 1998; Selten et al. 1999), a
T21, 3-level quasi-geostrophic model, with simple
parameterizations for the diabatic heating due to
radiative fluxes, the release of latent heat, and the
exchange of sensible heat with the surface and a
dynamically passive stratospheric layer is included. In
particular, synoptic variability associated with weather
patterns is explicitly computed. As an extension to the
quasi-geostrophic equations, an estimate of the ne-
glected terms in the vorticity and thermodynamic
equations is incorporated as a temporally and spatially
varying forcing. This forcing is computed from the
diagnostically derived vertical motion field. With these

ageostrophic terms, the simulation of the Hadley
circulation is considerably improved, resulting in a
drastic improvement of the strength and position of the
jet stream and transient eddy activity. The model
contains a full hydrological cycle that is closed over
land by a bucket model for soil moisture. Each bucket is
connected to a nearby ocean grid point to define the
river runoff. Accumulation of snow over land occurs in
case of precipitation when the land temperature is below
zero. Cloud cover is prescribed following a seasonally
and geographically distributed climatology (D2 monthly
data set of the International Satellite Cloud Climatology
Project, ISCCP, Rossow et al., 1996). As a consequence,
any feedback associated with changes in the cloud cover
is not taken into account, with some potential impact on
the model climate sensitivity.

The CLIO model (Goosse and Fichefet, 1999; Goosse
et al., 1999) comprises a primitive equation, free-surface
ocean general circulation model coupled to a thermo-
dynamic-dynamic sea ice model. The ocean component
includes a detailed formulation of boundary layer
mixing based on Mellor and Yamada’s (1982) level-2.5
turbulence closure scheme (Goosse et al., 1999), a
parameterization of density-driven downslope flows
(Campin and Goosse, 1999) as well as isopycnal
diffusion and the Gent and McWilliams parameteriza-
tion to represent the effect of meso-scale eddies in the
ocean (Gent and McWilliams, 1990). The sea ice model
takes into account the heat capacity of the snow-ice
system, the storage of latent heat in brine pockets
trapped inside the ice, the effect of the sub-grid-scale
snow and ice thickness distributions on sea ice thermo-
dynamics, the formation of snow ice under excessive
snow loading and the existence of leads within the ice
cover. Ice dynamics are calculated by assuming that sea
ice behaves as a two-dimensional viscous-plastic con-
tinnum (Fichefet and Morales Maqueda, 1997). The
horizontal resolution of CLIO is 3° in latitude and
longitude and there are 20 unevenly spaced vertical
levels in the ocean.

ECBILT-CLIO is coupled to the VECODE model
that simulates the dynamics of two main terrestrial
plant-functional types, forest and grassland, and desert
as a third dummy type (Brovkin et al., 2002). It should
be noted that the computed vegetation changes only
affect the land-surface albedo in ECBILT-CLIO,
and have no influence on other processes, e.g., soil
hydrology.

The coupled model includes realistic topography and
bathymetry. The only flux correction in ECBILT-CLIO
is an artificial reduction of the precipitation by 8.5%
over the Atlantic and by 25% over the Arctic. The
corresponding water is redistributed homogeneously
over the North Pacific (Goosse et al., 2001). The model
simulates relatively well the climate outside tropical
regions (Goosse et al., 2001; Renssen et al., 2002). Its
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sensitivity to a CO, doubling is 1.8 °C, which is in the
low range of coupled atmosphere—sea-ice—ocean general
circulation models. More information about the
model and a complete list of references is available at
the address http://www.knmi.nl/onderzk/CKO/ecbilt-
papers.html.

2.2. Experimental design

Twenty-five simulations have been performed cover-
ing the last millennium. The evolution of solar
irradiance follows the reconstruction of Lean et al.
(1995) extended back in time by Bard et al. (2000). The
variations of orbital parameters are taken into account
(Berger, 1978). The effect of volcanism is derived from
Crowley (2000) and is included through changes in solar
irradiance. The influence of sulfate aerosols of anthro-
pogenic origin is included through a modification of
surface albedo (Charlson et al., 1991), the spatial and
temporal distribution of the changes being derived from
Boucher and Pham (2002). As a consequence, for the
latter two forcings, we do not take into account the
vertical distribution of the forcing or changes in
longwave fluxes caused by the presence of the aerosols.

In addition, the observed evolution of well-mixed
greenhouse gases (based on a compilation of ice cores
measurements, J. Flueckiger, pers. comm., 2004) is
imposed as well as the forcing associated with tropo-
spheric ozone changes. The forcing due to change in
land-use is based on Ramankutty and Foley (1999) and
is applied in the model through a reduction of the area
covered by trees and an increase in grassland as
VECODE does not include a specific vegetation type
corresponding to cropland.

The 25 simulations are all driven by the same forcing
and differ only in their initial conditions. They were
taken from previous experiments covering the last
millennium (Goosse et al., 2004), each initial state
selected being separated from the other ones by at least
150 years.

2.3. Type of analysis proposed

To analyse the variability, we consider different
aspects of the simulated time-series. First, we analyse
the individual ensemble members. In particular, the
mean standard deviation of the ensemble members gives
an indication of the total variability of the ensemble set
that could be directly compared to the one deduced
from observations (Table 1). Secondly, in order to
reduce the level of internal climate variability and to
keep a physical interpretation of the patterns, we
compute the ensemble mean. This provides a measure
of the thermodynamic response of the system to the
forcing and of the robust changes of atmospheric or
oceanic circulation driven by forcing variations. Its

standard deviation gives thus an estimate of the
magnitude of the forced response in the model (Table 1).

Third, it is useful to measure the spread of the various
ensemble members around the mean caused by internal
variability. This could be estimated directly, for each
time period, as the standard deviation of the ensemble.
The standard deviation is thus estimated from a sample
of 25 elements and is potentially different each year.
Nevertheless, as illustrated in Fig. 1, this standard
deviation for surface temperatures is nearly constant in
our experiment. For the hemispheric mean temperature,
the values are a bit larger at the beginning of the
experiments, because of the uncertainties in the initial
conditions, but the differences are not significant.
Nevertheless, this influence of the initial conditions
could be much larger for other variables such as the
ocean temperature at depth or the ice extent in the
Southern Hemisphere, inducing a much higher standard
deviation during the first centuries of the simulations
(Goosse and Renssen, 2005).

An alternative way to estimate the internal variability
of the modeled system is to compute the standard
deviation of ensemble members after subtraction of the
ensemble mean (i.e. thus removing the forced variations)
(Table 1). Fortunately, those two measures of internal
variability are perfectly compatible for surface tempera-
ture in our experiments. Indeed, thanks to the large
sample used, the time average of the standard deviation
of the ensemble is nearly identical to the standard
deviation of ensemble members after subtraction of the
ensemble mean, the difference between the two being
generally smaller than 0.01 K.

2.4. Limitations

Before presenting the main results, it is good to realize
that several sources of uncertainties are involved.
Although the model used here is probably one of the
more complex that could be used for ensemble simula-
tions over the last millennium, it is not perfect, as any
model. For instance, because of model resolution and
the hypothesis applied, the tropical dynamics are not
very well resolved, the topography is smoothed with a
clear impact on the climate of some regions and the
model does not include a representation of the strato-
spheric dynamics. In addition, large uncertainties exist
on forcing variations during the last millennium with
consequences on simulated temperatures (e.g., Lean
et al., 1995; Crowley, 2000; Robertson et al., 2001;
Bertrand et al., 2002; Bauer et al., 2003; Gerber et al.,
2003).

Furthermore, proxy data do not provide a perfect
record of past climate evolution. Various climatic and
non-climatic variables could influence the record,
making the extraction of the temperature signal and
the calibration of proxies against instrumental data
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Table 1

Standard deviation of the surface temperature in various reconstructions and in the model simulations

Data Mean o of the ensemble o ensemble mean Mean o series—ensemble mean
(‘Total variability’) (‘Forced variability’) (‘Internal variability’)

1-yr 10-yr 50-yr 1-yr 10-yr 50-yr 1-yr 10-yr 50-yr 1-yr 10-yr 50-yr
NH annual mean 0.13! 0.10 0.07 0.17 0.11 0.10 0.11 0.09 0.09 0.13 0.06 0.03

— 0.10>  0.17
NH summer (>20°N) 0.233 0.16 0.12 0.21 0.12 0.10 0.12 0.10 0.10 0.16 0.07 0.03

0.14*  0.12 0.09

NH summer (>20°N) (1400-1960) 0.22° 0.15 0.13 0.19 0.12 0.12 0.15 0.08 0.11 0.16 0.06 0.03
30-70°N annual mean (1600-1980) 0.21¢ 0.19 0.17 0.24 0.15 0.16 0.14 0.13 0.16 0.19 0.08 0.05
Arctic 1.07 0.54 0.47 0.40 0.34 0.43 0.99 0.42 0.20
North America annual mean (1750-1980) 0.45° 0.33 0.27 0.81 0.33 0.26 0.26 0.19 0.23 0.77 0.28 0.12
Europe annual mean (1750-1980) 0.30° 0.14 0.09 0.54 0.23 0.17 0.18 0.13 0.15 0.51 0.20 0.09
Europe summer (1750-1980) 0.12¢ 0.09 0.06 0.51 0.20 0.12 0.18 0.10 0.08 0.58 0.18 0.09
Europe winter (1750-1980) 0.20° 0.10 0.07 1.02 0.41 0.27 0.28 0.20 0.22 0.98 0.35 0.16
Europe annual mean (1500-1980) 0.407 0.18 0.17 0.54 0.22 0.15 0.16 0.11 0.12 0.51 0.20 0.09
Europe summer (1500-1980) 0.417 0.23 0.17 0.61 0.20 0.11 0.18 0.09 0.07 0.58 0.18 0.08
Europe winter (1500—1980) 1.067 0.36 0.33 1.02 0.38 0.23 0.26 0.17 0.18 0.98 0.34 0.15
Northern Europe (1620-1980) 0.65° 0.34 0.29 0.64 0.23 0.12 0.16 0.08 0.07 0.62 0.21 0.09
Southern Europe (1620-1980) 0.53° 0.36 0.35 0.61 0.20 0.11 0.17 0.09 0.07 0.60 0.17 0.08
Northern Siberia (1400-1980) 0.73° 0.58 0.50 0.92 0.30 0.17 0.22 0.11 0.10 0.89 0.29 0.12
Eastern Siberia (1400-1980) 0.42° 0.29 0.22 0.60 0.26 0.16 0.26 0.18 0.13 0.49 0.19 0.08
Patagonia summer 0.61° 0.21 0.11 1.28 0.42 0.20 0.27 0.11 0.08 1.25 0.41 0.18
Fennoscandia summer 0.64° 0.36 0.29 0.92 0.40 0.21 0.22 0.14 0.14 0.89 0.37 0.15

Unless specified, the statistics are computed over the period 1000-1980 AD. For each time series, the standard deviation is computed from the original time series including interannual changes
(column 1 yr), for the time series grouped in 10-year averages (column 10 yr) and in 50-year averages (column 50 yr). For the model experiments, the standard deviation averaged over the 25 members
of the ensemble is presented first. This could be compared directly with the standard deviation of the reconstructions. The standard deviation of the ensemble mean is also displayed as well as the
mean standard deviation of the 25 simulations from which the ensemble mean has been subtracted. The data sources are:'Mann et al. (1999), 2Crowley and Lowery (2000), *Jones et al. (1999), *Briffa
(2000), *Briffa et al. (2001), *Mann et al. (2000), "Luterbacher et al. (2003), *Briffa et al. (1992) and *Villalba (1990). When the model standard deviation is in agreement with the standard deviation of
the data at the 95% level, the corresponding number is in bold. This confidence level as been computed assuming that the variance ratios are F-distributed and taking into account the autocorrelation

of the times series as proposed in Wilks (1995).
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Fig. 1. Time series of the standard deviation of the ensemble for the
annual mean temperature in the northern hemisphere (red), the annual
mean temperature between 30° and 70°N (blue) and the annual mean
temperature over Europe (green).

difficult. For instance, there are large uncertainties in the
seasonal dependency of proxies such as tree rings.
Furthermore, it is well documented that different
proxies exhibit a different spectral sensitivity to climatic
variations. Proxies can also be influenced by the local
climate, while models give estimates of variations on
scales of hundred of kilometers. These problems are
presently under investigation and shall not be discussed
here. We will make the optimistic hypothesis that
proxies provide an unbiased and precise estimate of
past climate variations. At least, we will consider that
the proxies are precise enough not to alter the validity of
our conclusion. This will be tested by using different
data sets. Despite these caveats and uncertainties, our
results provide a first step towards a systematical
comparison of model results and reconstructions of
the recent evolution of the climate system.

3. Results
3.1. Large-scale evolution of the surface temperature

Fig. 2 shows the time series of solar and volcanic
forcing, the simulated temperatures and the recon-
structed temperature data from Mann et al. (1999),
Crowley and Lowery (2000), Jones et al. (1998), Briffa
et al. (2001) and Briffa (2000). In the Northern
Hemisphere, the phase of the ensemble mean follows
closely the evolution of the external forcing. However,
the amplitude of the temperature variations depends
strongly on the season and the area over which the
average is performed. Overall, the reconstructed tem-
peratures covary with the simulated ensemble both in
phase and amplitude. One noticeable discrepancy
between the reconstructed temperatures and the en-
semble occurs at the end of the 19th century when the
model overestimates the temperature, at least on annual
mean. As argued in some recent studies, the climate
during this period appears strongly influenced by
changes in land-use (e.g., Bertrand et al., 2002; Bauer
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Fig. 2. (a) Effective solar forcing at the top of the atmosphere
associated with variations in solar irradiance and volcanic eruptions. A
15-year running mean has been applied to the time series. (b) Anomaly
of annual mean surface temperature over the Northern Hemisphere
averaged over 25 simulations that differ only in their initial conditions
(red). The mean over the ensemble plus and minus two standard
deviations of the ensemble are in grey. The temperature reconstruc-
tions are in dark and light blue (Mann et al., 1999; Crowley and
Lowery, 2000). The reference period used for the computation of
anomalies here and in the following figures is the period 1000-1750
AD, corresponding to pre-industrial conditions. (c) Same as figure (b)
for the annual mean temperature between 30 and 70°N. The
reconstruction is in blue (Mann et al., 2000). (d) Same as figure (b)
for the summer temperature (AMJJAS) on continents northwards of
20°N. The reconstructions are in light blue, dark blue and green (Jones
et al., 1999; Briffa et al., 2001; Briffa et al., 2000). For (b—d), the time
series have been grouped in 10-year averages before the computation
of the standard deviation.

et al., 2003). The discrepancy between model results and
the reconstructions might thus be due to an under-
estimation of the response to this forcing in our
simulations.

Table 1 shows that for interannual variations, the
standard deviation of the ensemble mean (column 3) is
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of the same order of magnitude as the mean standard
deviation of the time series minus the ensemble mean
(column 4). This shows that, for interannual variations,
a large fraction is due to internal variability, as expected.
When performing averages over 10 or 50-year periods,
the standard deviation of the ensemble mean becomes
clearly higher than the one associated with internal
variability. At these long time scales, the forced response
is thus responsible for a large fraction of the simulated
variability. This conclusion is in agreement with the fact
that models lacking any representation of internal
variability were able to reproduce the past evolution of
the temperatures at hemispheric scale when driven by
the appropriate forcing (Crowley, 2000; Bertrand et al.,
2002; Bauer et al., 2003; Gerber et al., 2003).

The standard deviations for each ensemble member
agree reasonably well with the observations. As can be
seen from Fig. 2d, even the simulated low-frequency
variations compare well with the reconstructions of
Briffa et al. (2001) who used a technique devoted to
preserve those low-frequency changes. Furthermore, the
analysis of the results of Table 1 illustrates that there is
no systematic bias of the model results at large scale in
the Northern Hemisphere with respect to the observa-
tions.

3.2. Local and regional changes

3.2.1. Continental scale

At the scale of a large region such as the Arctic or at
continental scale, the forced response follows the forcing
(Fig. 3), as was already noticed for (nearly-) hemispheric
averages in the Northern Hemisphere in Section 3.1. A
clear and strong polar amplification is simulated in the
model, with the amplitude of the variations being about
5 times stronger between 70° and 90°N than the
hemispheric mean. This amplification is noticed all year
long in the model but is particularly strong in winter. A
polar amplification was noticed in a lot of model
experiments, in particular those simulating future
climate change, but it may be overestimated with respect
to the tropical regions here as our model underestimates
tropical variability. Nevertheless, Mann et al. (2000)
also found, when comparing the temperature evolution
during the last 4 centuries in various latitude bands,
larger changes in mid and high latitudes (their analysis
goes up to 70°N) than in the tropics. Unfortunately, the
data of Overpeck et al. (1997) could not provide a direct
measure of the amplification in Polar Regions as they
only offer a relative evolution of the temperature. For
Fig. 3a, this evolution has been scaled using the
standard deviation of the model. This seems reasonable
as the model simulates quite well the temperature
evolution observed by means of thermometers during
the last 120 years in Arctic regions (Goosse and
Renssen, 2003).
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Fig. 3. Regional temperature evolution between 1000 and 1980 AD.
(a) Anomaly of annual mean surface temperature between 70° and
90°N averaged over 25 simulations that differ only in their initial
conditions (red). The mean over the ensemble plus and minus two
standard deviation of the ensemble are in grey. The temperature
reconstruction is in blue (Overpeck et al., 1997). (b) Same as figure (a)
for the annual mean temperature in North America. The reconstruc-
tion is in blue (Mann et al., 2000). (c) Same as figure (b) for the annual
mean temperature over Europe. The reconstructions are in dark blue
(Mann et al., 2000) and light blue (Luterbacher et al., 2004). The time
series have been grouped in 10-year averages.

As expected, the scatter between the various elements
of the ensemble is much larger for temperature
variations at continental scale than at hemispheric scale.
For interannual changes, the standard deviation of the
ensemble members after the ensemble mean is sub-
tracted (internal variability) is more than 2 times larger
than the standard deviation of the ensemble mean
(forced variability, i.e. compare columns 3 and 4 in
Table 1). In the Arctic, the standard deviation of the
ensemble mean is large, but internal variability is large
too, deteriorating the signal-to-noise separation. When
performing averages over 10 or 50 years, the fraction of
variability explained by variations of the forcing
increases, but the contribution of internal variability is
still responsible for a large fraction of the variations.

The annual mean model results also show some
agreement with the reconstructions of Mann et al.
(2000) and Luterbacher et al. (2004), when analysing
both the time series (Fig. 3¢) and the standard deviations
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(Table 1). As in Mann et al. (2000), the simulated
standard deviation is higher in North America than in
Europe. Nevertheless, the model tends to significantly
over estimate the variations in Europe compare to
Mann et al. (2000), while the model standard deviation
is closer to the reconstruction of Luterbacher et al.
(2004).

Fig. 4a confirms that, in the model, the time evolution
of the ensemble mean temperatures averaged over
Europe and North America are quite similar and
appears to be directly related to the forcing. We noticed
a relative cooling trend in Europe compared to North
America that is related to the deforestation in Europe
during the last millennium. This indicates that, in our
model simulations, the response to the forcing does not
involve complex changes of the atmospheric and/or
oceanic circulation that could lead, for instance, to
different phasing of cold and warm periods in the two
continents. The response seems to be generated mainly
by local forcing, rather than by remote temperature
changes which excite changes of the atmospheric and/or
oceanic circulation.
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Fig. 4. Simulated temperature in Europe and North America. (a)
Anomaly of annual mean surface temperature in Europe (green) and in
Northern America (red) averaged over 25 simulations that differ only
in their initial conditions. (b) Anomaly of annual mean surface
temperature in Europe (green) and in Northern America (red) in one of
the 25 simulations. (¢) Anomaly of annual mean surface temperature in
Europe in two of the 25 simulations.

Besides, when looking directly at the time series in one
particular experiment, the differences between the two
continents appear much larger than for the ensemble
mean (Fig. 4b). The long-term tendencies are the same,
but maximum cooling and warming occur at different
times. For instance, in this simulation, the period
around 1200 AD century appears quite cold in North
America while Europe has relatively mild conditions.
The real climate evolution corresponds to a particular
realization of the response of the climate system to the
forcing, as it is the case for one model simulation. If the
model results are valid, this suggest that the difference
between observed time series of temperature averaged
over those two continents can be large during the last
millennium, but they appear mainly due to internal
variability, not to a different response to the forcing.

The comparison of the time evolution of the
temperature in Europe in two individual simulations
(Fig. 4c) shows that peak warming/cooling at continen-
tal scale occurs mainly by chance. The probability to
have particularly warm/cold conditions is higher when
the forcing imposes a warming/cooling but the exact
timing is strongly influenced by the internal variability
of the system. As a consequence, a maximum oOr
minimum temperature occurs rarely twice at the same
time in two different simulations. The peak cooling
imposed by large volcanic eruptions is an exception
(e.g., around 1810 AD), which is in agreement with
Briffa et al. (1998). The magnitude of the cooling
resulting from those events differs between the simula-
tions but their effect is generally apparent in the
majority of the simulations at continental scale.

It is also interesting to note that the temperature
evolution in the two regions in the same experiment
(Fig. 4b) looks more similar than the temperature
evolution in the same region for two different experi-
ments (Fig. 4c). This suggests that internal variability
implies a kind of consistency between the different
regions in a particular experiment. This is in agreement
with the results of Jones et al. (1999) and Collins et al.
(2002) showing that the dominant mode of variability in
observations and in a model simulation without any
external forcing has the same sign over a large part of
the Northern Hemisphere.

As in Mann et al. (2000) and Luterbacher et al.
(2004), the standard deviation of winter mean tempera-
ture in Europe is larger than in summer (Fig. 5). As we
already noticed for the annual mean data, the model
largely overestimates variability on all time-scales
compared to the Mann et al. (2000) data set but is
relatively close to Luterbacher et al. (2004). The forced
response again looks quite similar in the two seasons
with warm summers occurring during the same periods
as warm winters. As a consequence, major differences
between the summer and winter temperature evolution
recorded in data (e.g., Shabalova and Van Engelen,
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Fig. 5. Seasonal variations of temperatures in Europe. (a) Anomaly of
summer mean temperature in Europe averaged over 25 simulations
that differ only in their initial conditions. The mean over the ensemble
plus and minus two standard deviations of the ensemble are in grey.
The reconstructions are in dark blue (Mann et al., 2000) and light blue
(Luterbacher et al., 2004). (b) Same as figure (a) for the winter mean
temperature in Europe. The reconstructions are in dark blue (Mann et
al., 2000) and light blue (Luterbacher et al., 2004). (c) Seasonal range
(summer minus winter temperatures) over Europe averaged over 25
simulations that differs only in their initial conditions. The time series
have been grouped in 10-year averages.

2003) should be, according to our results, mainly related
to internal variability for the time and spatial scales
investigated here.

Nevertheless, a closer look at the temporal changes in
the seasonal contrast between summer and winter
indicate a decrease at a relatively constant rate of about
0.01 K per century over the period 1000-1850 AD and at
a large rate of about 0.2 K per century over the last 150
years (Fig. 5c¢). This results in a total decrease of the
difference between summer and winter temperatures in
Europe of nearly 0.5K over the past millennium and
thus a clear warming in winter relative to summer
during this period. This reduction of the seasonal
contrast is in agreement with observations (e.g.,
Thomson, 1995; Jones et al., 2003). In particular, Jones
et al. (2003) discuss the potential impact of this result on
the calibration of proxy records.

The long term decrease in seasonal contrast is mainly
due orbital forcing which implies a decrease of

0.33Wm 2 in summer insolation and an increase of
0.83Wm™? in winter at 45°N during the past millen-
nium. This hypothesis is confirmed by the analysis of a
previous set of experiments (Goosse et al., 2004)
covering the last millennium but that does not include
orbital changes. Indeed, in those experiments, no long-
term trend is obtained in the seasonal temperature
contrast in Europe for the period 1000-1800 AD.
Besides, the large winter warming in Europe during
the last century is due to a stronger response in winter
than in summer to greenhouse gas forcing (for more
information about the seasonal dependence of the
response to this forcing, see for instance Manabe
et al., 1992).

3.2.2. Sub-continental and regional scales

Because of its coarse resolution, our model is not well
adapted to study the climate evolution at regional scales
in detail. Nevertheless it is interesting to check if the
general conclusions obtained for continental scales are
valid on smaller scales. This appears to be the case as for
regional scales the forced response generally follows the
forcing, but it is responsible for an even smaller fraction
of the variations than at continental scale (Fig. 6).
Indeed, when performing a 50-year average, the internal
variability still represents the major contribution. The
relative contribution of internal variability appears
particularly large in some regions like in Patagonia
(Table 1), thereby making a signal-to-noise separation
very difficult. As a consequence, the maximum tem-
peratures at those scales can be found at periods
separated by more than 100 years in two different
simulations. Any attempt to define optimal conditions
such as the medieval warm period based on such time
series would thus be strongly biased towards internal
variability in this region since individual sub-continental
time series do not necessarily reflect global or forced
variations.

The model results agree reasonably well with some
observations even on regional scales (like for Fennos-
candia, Fig. 6¢), but in general the model underestimates
the variations in Europe (Fig. 6a and b) compared to the
reconstruction of Briffa et al. (2001). As already
mentioned, the goal of Briffa et al. (2001) was to
preserve low frequency variations in their reconstruc-
tion. This leads to standard deviations that are higher
than those of other data sets but also higher than in the
model at low frequency.

3.3. Large-scale spatial patterns

In previous sub-sections, we have analysed the time
evolution of the temperature in different regions.
However, complementary information can be obtained
from the spatial distribution of the changes as proposed
in this section. To do so, we compute 25-year averages
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Fig. 6. Local temperature: (a) Anomaly of summer mean temperature
in Northern Europe averaged over 25 simulations that differ only in
their initial conditions. The mean over the ensemble plus and minus
two standard deviations of the ensemble are in grey. The reconstruc-
tion is in blue (Briffa et al., 2001). (b) Same as figure (a) for the
Southern Europe. (c) same as (a) for Fennoscandia. The reconstruction
is in blue (Briffa et al., 1992). (d) Same as (a) for summer temperature
over Patagonia. The reconstruction is in blue (Villalba, 1990). The time
series have been grouped in 10-year averages.

over a particularly warm period in the Northern
Hemisphere (see Fig. 2b), but similar conclusions could
be drawn for other warm or cold periods. The mean of
the 25 simulations displays quite a homogenous mono-
pole-like response for nearly all the model grid points in
the hemisphere (Fig. 7a). Nevertheless, the magnitude of
the response differs strongly for various regions. This is
firstly related to the polar amplification already noticed
for large-scale averages (Fig. 3). Secondly, the tempera-
ture changes are much larger over the continents than
over the open oceans, which is understandable in terms
of local forcing operating on two different systems with
different heat capacity.

In a particular experiment (Fig. 7b), the temperatures
also tend to have the same sign as displayed for the
ensemble mean (Fig. 7a). This is clearly related to the
low scatter of (nearly-) hemispheric mean for the various
simulations and the importance of the forcing at this
scale. Nevertheless, for numerous areas, the temperature
changes are weak, making the period under considera-
tion not exceptional. In some areas, even the sign is
opposite to the hemispheric mean. This is consistent
with preliminary results which were based on two
simulations performed over the last 500 years using
two different general circulation models (Widmann and
Tett, 2003). As a consequence, even for the 25-year-long
averages (which includes an important contribution of
the large-scale response to the forcing), it is impossible
to guarantee that the sign of the temperature change at a
particular location could be predicted even when the
hemispheric mean is known. Indeed, the internal and
regional variability could easily overwhelm the tendency
imposed by the forcing at those scales.

This behaviour could be evaluated in a more formal
way by computing the forced fractional variance
(Fig. 8), as estimated by dividing the variance of the
ensemble mean by the mean variance of the individual
members (this is similar to dividing the square of the
values of the column 3 of Table | by the square of the
values of the column 2). For 10-year averages, at the
model grid-scale, the value of this ratio is generally
lower than 0.3. On the other hand, values are generally
higher than 0.4 for 50 year averages, confirming that, for
low-frequency changes, the forced response provides a
larger contribution than at high frequencies. Never-
theless, even for 50-year averages, the role internal
variability could by no means be neglected, as under-
lined above. In particular, internal variability is still
clearly dominant in some regions like the Greenland Sea
and the Central North America.

It is not our purpose here to look into details of
changes in atmospheric or oceanic conditions related to
forcing variations. Nevertheless, because of the large
current interest in this subject, we cannot avoid
describing the simulated changes in the North Atlantic
Oscillation indices or of the closely related Arctic
Oscillation (also known as the Northern Annular
Mode). The first principal component (or first Empirical
Orthogonal Function) of the geopotential at 850 hp in
the model is an annular mode similar to the AO (Goosse
et al., 2001). The time series of this mode, averaged over
the 25 simulation displays very small variations,
showing that the contribution of the forcing to low-
frequency changes in this mode is nearly negligible in the
model (Fig. 9a). This result manifests itself in that the
variations of the atmospheric circulation are mostly
driven by internal dynamics, rather than by external
long-term forcing changes. The 20th century is an
exception with a significant forced response. As a
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consequence, a combination of this positive trend at the during this period. Nevertheless, the forced response is
end of the experiments with an increase due to internal not large enough to completely overwhelm the internal
variability could lead to a large increase in the index variability and the late 20th century in the majority of



1356 H. Goosse et al. | Quaternary Science Reviews 24 (2005) 1345-1360

coocoooo

|
o000 O00

&
SUD RGO LR N = o D o 2 © o it e i O
=
o =2 =
S =

o
S
=3

NAO/AO index

1100 1200 1300 1400 1500 1600 1700 1800 1900

‘/‘\\ “\P "L M A:I\ I
| l“ V “ J \ I

|/
VML\% % i “Mw .
\\ "

r« ,y ,W ‘ vn ﬂ

NAO/AQO index
ppc‘)(‘)g‘:c‘)o ooooooo

1100 1200 1300 1400 1500 1600 1700 1800 1900
(b) Time (yr AD)

Fig. 9. NAO-AO index: (a) Time series of the first principal
components of geopotential height at 850 hp for the area northward
of 20°N, averaged over the 25 simulations (red) and for two typical
members of the ensemble (green and blue) (b) NAO index reconstruc-
tions of Cook et al. (2002) in blue and Luterbacher et al. (2002) in
green. The Cook et al. (2002) reconstruction has been scaled on the
figure to have the same variance as the one of Luterbacher et al. (2002).

the simulations does not appear as clearly anomalous
compared to earlier periods in the model (e.g., Fig. 9a).
This result is consistent with available long-term
reconstructions (Fig. 9b).

The individual members display low frequency varia-
tions, with prolonged periods where the time series tend
to be positive (or negative), as in reconstructions of the
NAO index (Fig. 9). Nevertheless, those periods are
associated with the internal variability of the model, and
they occur at different times in the various simulations.

In a recent study of the quasi-equilibrium response to
changes in solar irradiance, Shindell et al. (2001) show
that a change in solar input is associated with a shift in
the AO/NAO index in their model, because of modifica-
tions in the stratosphere. In ECBILT—CLIO, changes in
solar irradiance have also an impact on the atmospheric
circulation (Goosse and Renssen, 2004) but this is
related to different processes as the model does not
include an interactive representation of stratospheric
dynamics. Indeed, in our model, a warming at high
latitude driven by the external forcing induces a decrease
of geopotential height at 850hp (or surface pressure)
that is associated with stronger zonal winds at mid-
latitude and thus characteristics similar to the ones
associated with a positive NAO/AO index (for more
details, see Goosse and Renssen, 2004). Nevertheless,
the magnitude of the changes are smaller in our model
than in Shindell et al. (2001), probably because our
model does not include stratospheric dynamics. Fig. 9
shows that, in our simulations, this forced response is
too weak to play a key role using the forcing applied, at

least during the pre-industrial period. Note that
discrepancies are also found between different models
when analysing the impact of the recent and future
increase in greenhouse gas concentration on the evolu-
tion of the NAO/AO index and in particular on the
exact role of stratospheric dynamics (e.g., Shindell et al.,
1999; Zorita and Gonzalez-Rouco, 2000; Gillett et al.,
2002, 2003; Paeth et al., 2003).

4. Discussion

We have presented here results of an ensemble of 25
simulations performed with a coupled atmosphere—o-
cean—sea-ice model in order to highlight the relative
contribution of internal and forced variability during the
last millennium. This is a very broad subject, and this
first study can be considered as an introduction. First of
all, we have presented time series for particular areas to
highlight some important processes, but our conclusions
could certainly not be naively translated to any part of
the world. Some further detailed studies of the regional
characteristics of the simulated climate evolution during
the last millennium are thus needed. Secondly, our
conclusions are based on the results of a single model.
Although they are consistent with available data, using
other more comprehensive coupled general circulation
models will help to refine our findings or even to
determine where we were probably wrong.

Despite the limitations of our study, the various times
series of reconstructed climate show that the proxy data
are generally within the range of the simulated model
variability. This is a necessary first step, but if the model
variability is large enough, any observation could fit in
model range. The model variability has thus to be
compared to the variability of the reconstructions. In
our experiments, the simulated standard deviation of the
temperature at various scales is in reasonably good
agreement with observations. The model is also able to
reproduce qualitatively the differences between the
regions or the seasons deduced from observations.
Nevertheless, the simulated variability is too weak
compared to the reconstruction of Briffa et al. (2001)
that exhibits a larger standard deviation than in other
data sets, particularly on regional scales.

If we consider that this higher level of variability is
reasonable, four elements could explain why the model
underestimates this level. Firstly, there are large
uncertainties in the forcing time series, in particular
for low frequency. An underestimation of these forcing
variations could thus have an impact on the response
simulated by the model. Secondly, the sensitivity of our
model, which is in the lower range of estimates made for
climate models, could be too weak. Thirdly, the model
could underestimate the internal climate variability of
the system at regional scales. This would be in
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agreement with the results of Stott and Tett (1998) who
found that their coupled GCM underestimates observed
unforced variability at spatial scales less than 2000 km.
A fourth hypothesis is that internal modes of variability
are not amplified sufficiently by the forcing. Unfortu-
nately, it is presently not possible to determine which of
these hypotheses play an important role because of the
lack of sufficiently precise information on all those
processes.

Our analyses have not been focussed on the recent
warming but we can make a few remarks here. The
increase of the forcing during the 20th century is larger
than during other periods. In the model simulations,
there is not a significant increase of the scatter between
the different members of the ensemble of simulation
during this period. As a consequence, the relative
contribution of the forcing on temperature variations
on regional scales is larger than for earlier periods,
thereby facilitating a signal-to-noise separation. Still,
there are many locations that do not display an unusual
20th century warming. However, as the forcing is
expected to increase in future, we expect that the
number of locations where this warming trend is not
yet visible will strongly diminish. According to Stott and
Tett (1998), the detection of such a warming at all
spatial scales will become highly probable by the middle
of the 21st century.

5. Conclusions

The ensemble simulations performed here have been
documented to be very useful in a thorough model-data
comparison. They have also been used to underline
some basic characteristics of the forced climate system.
First of all, the relative contribution of forced and
internal variability in the model during the last
millennium has been described. The mean of the 25
simulations appears more or less directly driven by the
forcing in our model on regional and hemispheric scales.
For (nearly-) hemispheric averages, the scatter around
this ensemble mean is small. As a consequence, the
impact of the forcing is clear in all the simulations.
Knowing this forced response provides already a large
amount of information about the behaviour of the
climate system on these scales.

For regional or local scales, the forced response
explains a smaller fraction of the simulated variability.
At a local scale, the forcing has only a weak contribu-
tion in the simulated variability and the signal-to-noise
separation becomes much more difficult. The relative
contribution of forced and internal variability is also
dependent on the time scale. For interannual changes,
even the large-scale response is strongly influenced by
internal variability, while decadal variations phase-lock
with the forcing much more easily.

The exact contribution of forced and internal
variability is certainly model dependent. Nevertheless,
the large role of the forcing for low frequency, large
scale variations as well as the importance of internal
modes of variability for high frequency and regional
changes appear robust and well in agreement with
previous model studies. This conclusion could be used to
refine our concepts of the Medieval Warm Period and
Little Ice Age.

Our results suggest that the MWP was a hemispheric-
scale phenomenon, at least, since the temperature
averaged over the Northern Hemisphere was generally
higher during the period 1000-1200 AD than during the
following centuries. According to presently available
forcing time series, this is the consequence of a global
forcing, external to the climate system itself. The large-
scale low-frequency average filters the internal varia-
bility and allows detection of this weak forcing.

On local and regional scales, this external forcing
results also in a higher probability for any location to
have warm conditions than cold ones during the MWP.
Nevertheless, the sign of the internal temperature
variations determines whether the forced response will
be actually visible or even overcompensated by internal
noise. Because of this role of internal variability,
synchronous peak temperatures during the MWP
between different locations are unlikely to have
occurred. Furthermore, saying that warm conditions at
one location are the local-manifestation of MWP could
be misleading. It is reasonable to consider that such
warm local conditions are mainly linked to local or
regional processes. If such favourable processes enhance
the small background temperature increase due to the
forcing, it could be part of the MWP, but it could also
occur later when the forcing is low, and has thus no
relationship with the large-scale phenomena. The same
conclusions hold for the LIA. Nevertheless, for cold
periods, the forcing could be stronger mainly because of
the huge effect of some volcanoes and the cooling could
be more easily seen on some local time series.

In our simulations, the forcing imposes a response of
the same sign nearly everywhere, with an amplification
of the changes over the continent and at high latitudes.
Large-scale changes in ocean and atmospheric circula-
tion do not appear to have a dominant role in the forced
temperature evolution. In particular, the changes of the
North Atlantic Oscillation/Arctic Oscillation imposed
by the forcing are quite weak in the model, except
during the 20th century, which is not contradicted by
available reconstructions. In each of the simulations,
NAO/AO has of course an impact on the regional
temperature evolution, but it is related to the internal
variability in the model.

This model result has to be taken with great caution
as a lot of uncertainties still exist on the impact of
external forcing on the NAO/AO. Furthermore, we are
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only able to test the response of the physical processes
well represented in the model and processes not included
might imply a different behaviour. In order to gain
further insight in the relative contribution of internal
and forced variability processes, additional transient
multi-century ensembles would be very helpful to
compare results of various models with high-quality
data during periods where a forced response is supposed
to have occurred in the past.

The weak response of the NAO/AO index in the
model does not at all mean that there is no change in the
atmospheric and or oceanic circulation in the model or
that such changes have only a weak impact on the
temperature. More studies are needed however to assess
the impact of external forcing on the atmospheric
circulation more quantitatively for the different regions.
Furthermore, we present only seasonal averages, not
focussed on any particular processes. For instance, using
the same kind of simulation but more specific diagnos-
tics, Goosse and Renssen (2004) have shown that the
probability of having a particularly cold year in the
Nordic Seas, which is related to changes in oceanic and
atmospheric heat transport towards this area, is clearly
dependent on the forcing.
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