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3.1 INTRODUCTION

The debate over the climatic significance of anthro-
pogenically produced carbon dioxide (CO;) began
with Callendar’s (1938, 1949) studies of worldwide
temperature increases in the 1930s and 1940s. Em-
pirical studies of long-term instrumental climatic
data have continued to play an important role in
attempts to identify causative factors in climatic
variations. Instrumentally recorded data have been
used in five major types of studies:

1. To produce spatially averaged time series of
temperature for large areas (e.g., Northern Hem-
isphere averages, which are generally derived
for continental areas only, or zonal averages for
latitudinal strips around a hemisphere, again
generally continent based) (e.g. Callendar 1961;
Mitchell 1963; Vinnikov and Groisman 1981;
Yamamoto 1980; Jones et al. 1982);

2. To identify modes of climatic anomaly, often us-
ing principal components analysis of tempera-
ture or precipitation data, and to relate these
to changes in circulation pattern and determine
if changes in anomaly patterns have occurred
through time (van Loon and Williams 1976;
Gray 1981; Tabony 1981; Jones and Kelly 1983);

3. To verify computer simulations of hemispheric
or zonal temperature trends in relation to var-
ious forcing factors including CO; increase, so-
lar output variations, volcanic aerosol loading
of the atmosphere (Reitan 1974; Schneider and
Mass 1975; Robock 1979; Hansen et al. 1981;
Gilliland and Schneider 1984).

4. To examine empirically the effects of forcing fac-
tors (particularly volcanic aerosols) on the in-
strumental record of climate (Miles and Gilder-
sleeves 1978; Yamamoto and Hoshiai 1980; Kelly
and Sear 1984);

5. To derive scenarios of the possible climatic ef-
fects of CO.-induced warming by identifying
warm-year or warm-season anomalies in the
long-term instrumental data set and using these
as analogs for future climate (Wigley et al. 1980;
Williams 1980; Pittock and Salinger 1982; Jager
and Kellogg 1984).

In almost all of these types of studies, the focus
has been on mean monthly temperature data from

Northern Hemisphere continental stations. Only re-
cently have efforts been made to incorporate long-
term air temperature data from over the oceans
to derive more representative hemispheric averages
(Folland et al. 1984; see also Chapter 4 of this vol-
ume). Here, we discuss briefly the history of in-
strumentally recorded temperature data and review
some of the limitations of the data and the meth-
ods used in deriving large-scale averages. This is
followed by a brief discussion of long-term precip-
itation and pressure data sets and the limitations
of these data sets. A final section discusses data
on volcanic aerosol loading of the atmosphere and
solar irradiance variations, both of which may have
played an important role in recent temperature vari-
ations.

Chapter 4 describes analyses of the surface and
free air temperature data bases. Later chapters
in this volume extend the scope of the search for
the CO,-induced signal to include other climatic
variables, including changes in the ocean (Chap-
ter 5), changes in snow and ice extent and other
cryospheric variables (Chapter 6), and changes in
precipitation (Chapter 7). The data bases needed
for these analyses are described in those chapters.

3.2 TEMPERATURE DATA

3.2.1 History of Worldwide
Instrumentation Network

Although various experiments to record tempera-
ture had been made earlier, the first reliable ther-
mometers were not developed until the mid-18th
century (Gerland 1896). Only careful analyses have
been able to extend records back further into the
past, and these require a great deal of faith in the
early instruments and their calibration scales (e.g.,
Manley (1974) compiled a central England tempera-
ture series commencing in 1659) (also see Dettwiller
1981; Schaake 1982). Some attempts to organize
regional observations in a systematic way began in
the late 18th century, the best-known example of
this being the network coordinated from Mannheim,
West Germany (the measurements from which were
published as the Mannheim Ephemerides for 1781-
1785 [Kington 1974]). Similarly, the Société Royale
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de Medicine de France coordinated another net-
work during the same interval (1780-1790) (King-
ton 1970). However, there was no major expansion
of temperature recording networks until a century
later, following the Vienna Meteorological Congress
of 1873. This meeting provided the impetus for the
expansion of recording networks worldwide and for
the international exchange of data that continues
today under the auspices of the World Meteoro-
logical Organization {(WMO). While national me-
teorological agencies were established in the late
19th century, observing networks expanded, instru-
ments and instrument shelters were standardized,
and uniform instructions to observers were issued.
As a result, a reasonably comprehensive global net-
work of temperature-recording stations emerged,
many of which have continued in operation to the
present. Unfortunately, standardization of mea-
surements did not extend to a universally adopted
observation time policy so that, even today, vastly
different protocols are followed in deriving daily
temperature averages. This problem is discussed in
more detail below. Further discussion on the history
of instrumentation has been presented by Lamb and
Johnson (1966), von Rudloff (1967) and Middleton
(1966, 1969).

3.2.2 Data Inhomogeneities

A numerical series representing the variations of

a climatological element is called homogeneous

if the variations are caused only by variations of

weather or climate (Conrad and Pollak 1962, p.

223).

Although observers may take readings with
meticulous care, nonclimatic influences can easily
affect the readings. Some factors, such as the type
of instrument, its exposure, and the method of mea-
surement, may be under the control of the observer;
other factors, such as observation times and the sta-
tion environment, may not. Figure 3.1 illustrates
the relative magnitude of error introduced by these
various factors according to Mitchell (1953). The
following sections discuss the most important causes
of inhomogeneity:

e Changes in instrumentation, exposure, and mea-
surement technique;

e Changes in station location (both position and
elevation);

e Changes in observation times and the methods
used to calculate monthly averages;
e Changes in the environment of the station, par-
ticularly with reference to urbanization.
After this discussion, methods of data homogeniza-
tion are considered.

3.2.3 Changes in Instrumentation, Exposure,
and Measuring Techniques

For land-based temperature data, the effects of
changes in instrumentation are slight (at least af-
ter the early 19th century). More important is the
change in exposure of the instruments. Thermome-
ters are now located in louvered screened enclosures,
which are generally painted white. Earlier read-
ings often were from shaded wall locations and need
correction. The effects of changes in thermometer
type and screen, however, are considered to be slight
(Mitchell 1953).

Changes in the techniques for measuring sea sur-
face temperatures (SSTs) over the last 100 years
have significantly affected readings. From the early
19th century, an increasing number of ships took
daily readings of SST, air temperature and some-
times pressure, wind speed and direction, and other
weather observations (Fletcher 1984). Until about
1940, SST was measured using the so-called bucket
method. The values were recorded in log books to-
gether with the ship’s position. With the increas-
ing size of ships, SSTs began to be measured with
thermometers located in the ship’s cooling water in-
takes. These injection temperatures are estimated
to be 0.3 to 0.7°C higher than bucket tempera-
tures because of the internal warmth of the ship
and elimination of evaporative cooling effects (Saur
1963; James and Fox 1972; Tabata 1978; Folland et
al. 1984; see also Chapter 5 of this volume).

Many observations in the world data bank are
supposed to be either all bucket or all injection SST
data, but the analysis of Barnett (1984) shows that
many contain both types of observations. Barnett
concluded that better estimates of the temperature
conditions over the oceans may be gained using
the air temperatures measured on ships. Although
these may contain the effects of increasing ship size,
specific location of the instruments on board the
ship, and the color of the louvered screen, these
errors are more likely to be reduced by averaging
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Figure 3.1. Estimated worldwide average and average extreme magnitudes of instrumental and local environmentalinfluences on secular
records of annual and winter mean temperatures over a 100-year period, based on observational and environmental changes typical of

the past century. Source: Mitchell (1953).

than are systematic errors apparent in SST mea-
surements (cf. Ramage 1984). One such systematic
bias (toward higher temperatures in recent years)
may be present as a result of improved weather
forecasts, which have enabled ships to avoid bad
weather, thereby increasing the number of observa-
tions taken under fair conditions.

3.2.4 Changes in Station Location

In any data bank, the specified station location and
height probably will be that in current use. Ear-
lier locations of the station, if any, can be found by
consulting the meteorological archives or the writ-
ten information available with a data set, such as
the volumes of World Weather Records (WWR).
Information concerning station moves is of primary
importance to homogenization. The significance of
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moves can only be assessed station by station in the
homogenization process (see Section 3.2.7).

3.2.5 Changes in Observation Times
and Methods Used to
Calculate Monthly Averages

In the late 19th and early 20th centuries, there was
considerable discussion in the climatological liter-
ature concerning the best method of calculating
true daily and, hence, monthly average tempera-
tures (e.g., Ellis 1890; Donnell 1912; Hartzell 1919;
Rumbaugh 1934). Many different schools of thought
existed, and unfortunately, no one system prevailed
in all regions.

The publication Reseau Mondial, which issued
monthly mean data in yearly volumes from 1910 to
1934, used correction factors to reduce readings to
means based on observations every hour (a 24-hour
mean). In most cases, however, the corrections used
are not given. In the United States, many sets of
observation times were devised by the various su-
pervising authorities and it was not until 1890 that
a widespread policy of computing daily means—
(maximum + minimum)/ 2—was introduced. How-
ever, despite this use in locally published material
in the United States, data published in WWR for
the United States are corrected to 24-hour means
using factors derived by Bigelow (1909). In WWR
these adjustments continued until 1940 or 1950. Af-
ter this time, adjustments were not made and the
measurements were simply calculated by (maximum
+ minimum)/2.

In the United States it is possible to unravel the
effects of such adjustments and to correct the data
sets accordingly. In other countries the situation is
more chaotic with numerous changes to {maximum
+ minimum)/2 from fixed hours or vice versa. Ex-
amples for almost all countries have been described
by Bradley et al. (1985). Only in 15 countries has
a consistent methodology been followed since the
19th century. Of these, the most important (spa-
tially) are those from Canada and India.

At present, there is no uniform system, although
the (maximum + minimum)/2 method is used by
over half of the members of WMO. The remainder
calculate monthly means from observations at fixed
hours or use complex formulae that employ station

constants. Norway, for example, bases mean daily
temperatures on the formula:

T = %(084—14-&—19) +C

where 08, 14, and 19 refer to the temperatures at
these local times (in hours), and C is an empir-
ically derived station constant which varies from
month to month. For countries that use the max-
imum/minimum formula, the time of observation
during the day can affect monthly mean values
(Baker 1975; Blackburn 1983). In the United States
the time of maximum/minimum observation at co-
operative stations has changed from morning to
evening, and this may result in a spurious cooling
trend in temperature data (Schaal and Dale 1977).

To correct all readings to a common standard
(e.g., [maximum + minimum|/2) would be ex-
tremely difficult. Such an effort is not necessary
however if monthly temperature values and hemi-
spheric estimates are calculated as anomalies from
a selected reference period. Using this approach,
one can assume that departures from differently de-
rived mean values are comparable, provided that
the observing system has remained internally con-
sistent.

3.2.6 Changes in the Station Environment

The most important change that can affect a partic-
ular station is the growth of towns and cities around
the site (the urbanization effect). Other changes at
a site resulting from deforestation and irrigation are
important only at single sites and generally not over
entire regions. ,

Increasing urbanization around many stations
may introduce a warm bias into computed regional
temperature trends. Dronia (1967) calculated ur-
ban/rural differences by using 67 station pairs and
by classifying the stations used by Mitchell (1963)
into urban/rural categories based on population.
His results showed an average urban warming trend
of about 0.08°C per decade. Applying this correc-
tion to Mitchell’s curve, he concluded that the mean
hemispheric temperature in the 1960s was lower,
not higher, than during the 1880s and 1890s. How-
ever, the spatial distribution of the stations used,
the large distances of up to 2000 km separating the
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paired stations, and the paucity of data from the
late 19th century make his conclusions questionable.

Other estimates of the magnitude of urban
warming are made either on a regional basis or for
a single city (e.g., Kukla et al. 1985). Most re-
sults suggest an urban effect from about 0.10 to
0.30°C per decade and refer to cities with popu-
lations greater than 100,000. However, because it
is very difficult to separate any urban bias from
other station inhomogeneities, these results should
be viewed as a combined impact of both processes.

Recent studies of gridded temperature data
from Northern Hemisphere land areas indicate that
in studies of large-scale temperature trends, ur-
banization effects are relatively insignificant (Jones
et al. 1985, 1986a). Indeed, those regions that
are most important in contributing to hemispheric
temperature trends are in high latitudes, north of
55°N, where urbanization effects are probably small
(Jones and Kelly 1983).

3.2.7 Data Homogenization Techniques

Evaluation of the homogeneity of a data set can be
accomplished in two stages. Data errors, generally
from mistakes made in keypunching of handwrit-
ten records for computer entry, can be found by
checking on outliers and flagging values that are
at least three standard deviations from monthly
means. (Alternatively, outliers could be flagged
from 30-year filtered series.) These can be checked
with original documents and with neighboring sta-
tions to decide whether the observation is correct.
After such checking, the data can be considered
“clean,” although the data set may still not be ho-
mogeneous.

Many methods have been proposed for testing
the homogeneity of station records relative to those
at adjacent stations (Kohler 1949; Conrad and Pol-
lak 1962; WMO 1966). Generally, tests of homo-
geneity involve the null hypothesis that a time se-
ries of differences between adjacent observation sets
will exhibit the characteristics of a random series
(Mitchell 1961; Bradley 1976; Craddock 1977; Jones
1983; Jones et al. 1986a).

These methods use climatological data (long-
term series of monthly mean values) and make
the assumption that non-climatic factors influencing
one record will become apparent when the record is

compared with a similar record (or group of records)
from neighboring sites. If differences between obser-
vations are plotted against time, an abrupt nonlin-
earity in the plot may reveal where a station moved
or a change in instrumentation or observation time
at one of the stations occurred (Figure 3.2). When
stations are analyzed in a small area it may be-
come apparent which station or stations are in er-
ror. The station history information concerning the
errant station can be checked for confirmations of
a change. With this type of abrupt error, correc-
tions can be made easily. However, if the graphs
reveal that the changes at one station are gradual,
increasing urbanization may be causing a gradual
rise in monthly mean temperatures at one of the
sites. With these types of subtle, time-dependent
errors, corrections are difficult to apply, and part or
all of the record should be removed from subsequent
analyses.

This method of homogenization is only possi-
ble for monthly mean data. The corrections made
on a monthly basis are not applicable to the daily
data, such as for a time series of daily maximum and
minimum air temperatures; such series are still non-
homogeneous. The method can be easily comput-
erized, but the final deletion/correction/acceptance
of a record can only be made by a careful subjective
analysis.

This approach also requires that station records
be from a dense network so that the stations are
close together, although the appropriate distances
depend on the region and on meteorological vari-
ables. For precipitation, which is generally more
spatially variable, a denser network is required. For
many parts of the world and many early periods, an
adequate station density is not available. However,
station networks since the 1880s are dense enough
over the midlatitude regions of North America and
Europe. In these regions homogeneity tests will be
particularly important, because here the effects of
urbanization may be large (Dronia 1967; Kukla et
al. 1985).

Although further and more detailed analyses of
temperature records are possible, such detail is con-
sidered impractical and unnecessary for the calcula-
tion of averages over large areas. The tests outlined
above are considered to be adequate for this task.
They are not, however, adequate for the analysis of
individual station records.
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Figure 3.2. Station temperature difference time series: Reykjavik
(64.0°N, 22.0°W) minus Vestmannaeyjar (63.4°N, 20.3°W), 1901~
1970. The plot identifies Vestmannaeyjar as the errant station
because a similar jump also occurs in 1931 when the station is
compared with Stykkisholmur (65.0°N, 22.8°W). WWR station
history data reveal that the station was moved in 1931.

In certain instances the analysis of long and iso-
lated records from particular parts of the world is
important. An example is the record from Sitka,
Alaska (57.1°N, 135.0°W), where temperature, pre-
cipitation, and pressure were measured between
1832 and 1887. The unique position of this site
(no records are available from the western half of
North America until the 1850s in California and
the 1870s in Washington State) make it ideal for
further study. Detailed analyses of the record by
Parker (1981, 1984) may allow the record to be used

in hemispheric and regional analyses. The examina-
tion of station history information is very important
for such single-site analyses.

Similar detailed studies of air temperature rec-
ords have led to the production of many long
temperature series; for example, in central Eng-
land (Manley 1974), Paris (Dettwiller 1970), Berlin
(Schaake 1982), and Philadelphia (Landsberg et
al. 1968). There is the potential for similar research
on long temperature records from other areas of the
world.

3.2.8 Data Compilation

The best-known set of climatological data is gener-
ally referred to as World Weather Records (WWR).
The project to produce this compilation initially
was led by H. H. Clayton and funded by the Smith-
sonian Institution, Washington, D.C. Data were
published by the Smithsonian Institution in 1927,
1934, and 1947, and updates containing 10 addi-
tional years of data were published by the U.S.
Weather Bureau (various volumes from 1959-1982).
These records have been recently digitized, and
copies can be obtained from the National Center
for Atmospheric Research (NCAR) (Jenne 1975).
The individual station records that make up this
data set are not homogeneous and contain many
basic errors, but this data set has been used widely
to study temperature variations over the last 100
years (Yamamoto and Hoshiai 1979; Hansen et al.
1981; Jones et al. 1982).

The selection of data for inclusion in WWR,
however, was somewhat arbitrary. Before 1920
data were requested through personal contacts and
not in any exhaustive fashion. This resulted in
rather unrepresentative spatial coverage, with cer-
tain countries dominating the records in early years.
For example, in the 1880s, half the temperature
records came from three countries (the United
States, U.S.S.R., and India). It is apparent that
many long-term records were not included in these
compilations.

Initial efforts to homogenize the records from
before 1950 that comprise WWR were undertaken
in cases for which the editors could gain sufficient
information from the country concerned. The dis-
proportionate information given by some countries
can be seen in the station information section that
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precedes each volume (see Bradley et al. [1985] for
further details). After 1951, the data are simply
those submitted through WMO by member coun-
tries. Any homogenization performed has been done
in the individual country, and it must be assumed,
in some cases, that no checks have been made.

The WWR data set formed the basis for the
Department of Energy (DOE) temperature and
precipitation data set produced by Bradley et al.
(1985). Improvements were made for the period
1850 to 1900 by searching national meteorological
archives for both published and unpublished mate-
rials. These data were key punched and added to
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the data set, extending existing records or forming
new ones (Figure 3.3).

Many published compilations of early records
were found in the course of this work. Two are
particularly important, and while these were avail-
able to Clayton, neither was included in WWR. Be-
tween 1881 and 1890 the Central Physical Observa-
tory at St. Petersburg (now Leningrad) published
a set of volumes entitled Repertorium fir Meteo-
rologie (Wild 1887). These gave all climatological
data (temperature, precipitation, and air pressure)
collected for Russian territory and some adjacent
areas, particularly China. The source extends in-
strumental data for the U.S.S.R. back to about the
1830s and significantly earlier in European parts of
the U.S.S.R. Because no data for the U.S.S.R. are
availablein WWR before 1881, all analyses of hemi-
spheric temperature trends have been constrained
to begin in 1881 (surprisingly even those of the Rus-
sians themselves; Gruza and Ran’kova 1979; Vin-
nikov et al. 1980).

The most significant source of early tempera-
ture records for the world (pre-1860 to 1870) were
published by Dove between 1838 and 1868. By
correspondence, he built up a network of stations
throughout the world. His network contained more
than 1700 stations (although not all were oper-
ating at the same time); this number of stations
has only been exceeded since 1951. However, most
records were from Europe and eastern North Amer-
ica. He diligently gave his sources for every site
(sometimes these are in very obscure journals), ob-
servation times, and units. No check was made on
station homogeneity. This data set formed the basis
of the first attempt to produce hemispheric temper-
ature averages (Képpen 1873).

3.2.9 Methods of Producing Hemispheric
Temperature Estimates

A world map of the locations of station temperature
records shows that there are areas where station
density is high (e.g., Europe, United States), ar-
eas where density is extremely low (Tibetan China,
Antarctica, and the Amazon Basin), and ocean ar-
eas where there are no stations at all. Therefore, to
produce hemispheric or regional estimates of mean
temperatures, adjustments need to be made so that

each area for which temperature records exist re-
ceives proper weighting. Another problem facing
analysts is that temperature stations are at differ-
ent altitudes and therefore may have quite differ-
ent mean temperatures. Ideally, one would like to
factor out the altitude effect, perhaps by extrap-
olating all data to a common level such as mean
sea level (although topoclimatic factors would still
be important). This, unfortunately, is extremely
difficult to accomplish. Almost all analysts, there-
fore, subtract a reference period mean from station
data. These anomaly values are comparable and
contourable (see, for instance, Die Grosswetterla-
gen Europas, which publishes monthly a Northern
Hemisphere map of temperature anomalies from the
1931 to 1960 normal reference period). The choice
of reference period is especially important because a
station can be used only if it has a record that is long
enough to produce a reference period mean. Many
workers (e.g., Yamamoto and Hoshiai 1980) select
either the period 1881 to 1980 or 1881 to 1975. With
a long reference period, one is immediately faced
with deciding how many years need to have mea-
surements before a reliable reference period mean
can be produced. The choice of the almost 100-year
period omits much station data and allows very few
low-latitude (<30°N) data records to enter any sub-
sequent analysis. To use most of the available data,
it is easiest to select a reference period that has
the best data coverage. Jones et al. (1982) selected
the period 1946 to 1960, from which the maximum
number of station records are available.

Many techniques have been used for forming
hemispheric average temperature values.! Mitchell
(1961, 1963) divided the world into 10° latitude
zones, averaging all the zones (with area weighting).
Hansen et al. (1981) divided the Northern Hemi-
sphere into 40 boxes of equal area. Yearly temper-
ature estimates were formed for each box, with the
average of all avaijlable box values being the hemi-
spheric estimate. Yamamoto and Hoshiai (1979) or-
ganized the data onto a regular but extremely coarse
grid network, using the method of optimum interpo-
lation, which was introduced into the field of mete-
orology by Gandin (1963). They then averaged the
grid point values, with cosine latitude weights, using
zero for all grid points with no data. This last step is

! Analysis of time series produced by various authors is discussed
in Chapter 4 of this volume.
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of dubious validity and causes a considerable damp-
ing of the variability. Jones et al. (1982) organized
the data onto a 5° latitude by 10° longitude grid us-
ing an inverse distance-weighted, best-fit plane (for
stations within 300 km) and then produced a hemi-
spheric average using the weighted (by cosine lati-
tude weighting) average of all the grid point values.

The last technique discussed here is that used
by a team at the State Hydrological Institute,
Leningrad, under Vinnikov et al. (1980). All avail-
able station data are plotted on maps and con-
toured by trained analysts. This is done routinely
in Leningrad for forecasting purposes. The Soviet
scientists have digitized the temperature anomaly
charts by reading off interpolated values at 5° lati-
tude by 10° longitude on the 1200 monthly charts.
They have managed to use most of the available
data (even short records) by changing the reference
period mean three times over the period 1881 to
1980. Their method has been discussed at length
by Jones et al. (1982) and Robock (1982).

Which method is best? Is there a best method?
Undoubtedly the Russian method (Vinnikov et
al. 1980) has certain advantages. The maps high-
light data errors, but the contouring is subjective,
and there may be differences among analysts in
the extrapolation technique over areas with poor
data. The Russians extrapolate their analyses over
the ocean areas of the Northern Hemisphere, even
though only isolated island data are available. This
procedure is dubious and gives a false impression
of the true data coverage. Tables and figures of
the gridded area, as given by Jones et al. (1982),
are more informative. The significance of the miss-
ing areas can be assessed, but this is fraught with
danger, as highlighted by the analysis of Jones and
Kelly (1983).

All the analyses discussed so far purport to be
for the Northern Hemisphere (Jones et al. 1982).
However, the area for which hard data are avail-

,able is, at best, only 57% of the surface area of the
Northern Hemisphere (Figure 3.4), dropping to less
than 8% in the 1850s. The problem is worse when
the Southern Hemisphere is considered; Hansen et
al. (1981) produced a “global average,” but when
the number of stations in the Southern Hemisphere
is considered, it is clearly inadequate. Global esti-
mates cannot be produced until temperature trends

over the oceans of the world are considered. Re-
cently, estimates that include the ocean areas as
well have been produced by Paltridge and Woodruff
(1981), Folland and Kates (1984) and Folland et
al. (1984), and by Barnett (1984); see also Chapter
4 of this volume. The results of these analyses show
trends similar to those derived from the land series
records, although there is still considerable contro-
versy over the quality and homogeneity of ocean
area air temperature data (Barnett 1984; Ramage
1984).
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Figure 3.4. Percentageof the surface area of the Northern Hemi-
sphere represented by gridded land-based temperature data, at
20-year intervals, in the Department of Energy Data Set. The
numbers within the vertical bars indicate the relative coverage (in
percent) compared to-the maximum coverage achieved during the
period centered on 1951.

Improvements are under way to rectify many
of the shortcomings of recent analyses. Work by
Bradley et al. (1985) has considerably increased the
digitized land-based station data for the last cen-
tury and increased the areas of the Northern Hemi-
sphere where gridded estimates of air temperature
can be made. Analyses of the global SST and air
temperature data from ocean areas are being under-
taken at the National Oceanic and Atmospheric Ad-
ministration (NOAA)/University of Colorado Co-
operative Institute for Research in Environmental
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Sciences (Fletcher et al. 1984; Slutz et al. 1985;
Woodruff 1985), at the U.K. Meteorological Office
(Shearman 1983) and at the Scripps Institution of
Oceanography (Barnett 1984). The combination of
the new land estimates and ocean estimates from
ship-based air temperatures will produce the best
possible hemispheric estimates. The inclusion of
Southern Hemisphere ocean area temperature data
in time will improve global estimates (see Chapter 4
of this volume). An important development in this
field is the new estimates of hemispheric and global
surface temperatures that recently have been cal-
culated from information from polar-orbiting satel-
lites (Chahine et al. 1983). Such estimates may give
an improved picture, but only after they have been
checked and calibrated against dense arrays of sur-
face observations. This approach will not provide
any historical information, but it may enable the
representativeness of limited area averages (such as
those from continental land areas) to be assessed.

3.3 OTHER INSTRUMENTALLY
RECORDED DATA BASES

Three other data bases are considered here. The
precipitation and pressure data sets are compara-
ble in length to that for temperature. However, up-
per air analyses, which give tropospheric and strato-
spheric measures of change, are only available since
about 1950. All three data bases are discussed with
respect to their errors, homogeneity, and potential
significance in evaluating the climatic effect of in-
creasing CO, concentrations.

3.3.1 Precipitation

Precipitation stations throughout the world far out-
number those for temperature, but the distribu-
tion is similar, with a plethora of records from Eu-
rope and North America. As with temperature,
many precipitation site records are not homoge-
neous. There are problems because of changes in
precipitation gauge size, gauge shielding, the height
that the gauge is located above the ground, the
growth of vegetation near the gauge, or the con-
struction of buildings. All these factors can im-
pair the performance of the gauge or alter the ef-
ficiency of the catch. Furthermore, various meth-
ods have been devised to deal with the difficulties

of accurately measuring snowfall. This is a par-
ticularly acute problem at high latitudes and high
elevations. Rodda (1969) has reviewed the possible
errors and inhomogeneities that can result in pre-
cipitation records.

The total of these problems, coupled with the
greater spatial variability of precipitation data,
makes the problem of precipitation record homog-
enization significantly more difficult than that for
temperature. Precipitation networks are not dense
enough to allow the homogenization checks pro-
posed in Section 3.2.6 to be easily undertaken.
Analysis of precipitation records should not be un-
dertaken on single-site records because of the high
spatial variability of precipitation. Instead, analy-
ses should be based on regional precipitation aver-
ages, formed by aggregation of many records in an
area (Bradley et al. 1983; see also Chapter 7 of this
volume).

The basic data source is again World Weather
Records (WWR); improvements to the data set
have been made by Bradley et al. (1985) by in-
corporating many new records, including 350 sta-
tion records from the western United States (from
Bradley et al. 1983), 180 homogenized station rec-
ords for western Europe (Tabony 1980), many early
records for the U.S.S.R. (Wild 1887), and the ap-
proximately 1000 records collected for Africa by
Nicholson (1976).

The changes in precipitation patterns that are
likely to accompany CO;-induced climate changes
are extremely important but have not been the fo-
cus of much research to date. Most CO, exper-
iments suggest that global total precipitation will
rise (National Research Council 1983), although
precipitation may decrease in some areas. It is these
regional-scale changes, especially on seasonal and
shorter time scales, that are of most importance
(Revelle and Waggoner 1983). Unfortunately, such
resolution is not yet possible from available mod-
els, nor is it likely to be so in the near future. The
only means of assessing future precipitation levels
on these scales at present is the use of scenario stud-
ies (Lough et al. 1983; Webb and Wigley 1985).

3.3.2 Surface Pressure

Pressure data have an advantage over the tempera-
ture and precipitation data bases because they are
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routinely analyzed onto regular grid networks for
weather forecasting purposes. Monthly mean data
for the Northern Hemisphere extend back to 1873,
but for the Southern Hemisphere routine analysis
only began in the late 1940s.2

The Northern Hemisphere data, however, are
not truly homogeneous. There are several dif-
ferent data sets (produced by the United King-
dom Meteorological Office [UKMO)], the National
Oceanic and Atmospheric Administration [NOAA],
Deutscher Wetterdienst, and Soviet sources). Most
data sets are the same for 1899 to 1939, but since
1945 they are generally different because of different
interpolation algorithms. Analyses of the UKMO
and NOAA data sets by Williams and van Loon
(1976) and of the NOAA data set by Trenberth and
Paolino (1980) have revealed that in many areas the
gridded data do not agree with monthly mean sta-
tion data. Further comparison of the different data
sources has been undertaken by Parker (1980). Dif-
ferences are most apparent over highland areas such
as the Rockies and the Himalayas. Furthermore, it
is suspected that early analysts overemphasized the
“Arctic High,” particularly over North America be-
fore 1920. Pressure values here are thought to be
2-4 mb (0.2-0.4 kPa) too high compared with mean
values from recent periods (Namias 1958).

Jones et al. (1983, 1986b) derived a method to
extend pressure data further back in time and to
estimate values in data-poor regions. The method
uses multiple regression techniques to transform be-
tween principal components of the gridded sea level
pressure and principal components of station pres-
sure data. The regression equations developed with
data from the 20th century can then be applied to
earlier periods, depending on the availability of sta-
tion pressure data (back to the 1850s over Europe
and North America). Extension back to even earlier
times (~1780) is possible over Europe using a mix-
ture of station pressure, temperature, and precipita-
tion data instead of station pressure data alone. For
Europe, continuous monthly mean pressure series

2 The routine synoptic analysis of the Southern Hemisphere was
started at the end of the 1940s in South Africa and was taken up
in the early 1960s by the International Antarctic Analysis Center
in Melbourne, Australia. The U.S. Weather Bureau prepared its
own analysis in the 1960s and 1970s in support of the Apolio
project.

have been produced for Paris, Edinburgh, Trond-
heim, and Milan back to the late 18th century (see
Jones et al. [1986b] for details).

Station pressure data are also available from
WWR.® The pressure data have all the problems
of temperature data with station moves, observa-
tion time changes, correction to true means, and
instrumentation problems. Further difficulties arise
because all pressure readings should be corrected for
temperature and for gravity at 45°N; the height of
the instrument must also be known unless the obser-
vation is reported as mean sea level pressure. Jones
et al. (1983) analyzed 32 pressure sites over Europe,
and although WWR authors noted that corrections
had been made in all cases, only five records were
found to be error free. The most common prob-
lem was because of a station move, with subsequent
data being corrected to a new height.

3.3.3 Upper Air Analyses: Heights,
Temperature, Thickness

Since 1945, worldwide measurements of upper level
pressures, winds, and temperatures have been made
with radiosondes, rocketsondes, and, more recently,
satellite-derived data. There are many different
types of sonde manufactured, and their use differs
from country to country. The data obtained from
these instruments are extremely important meteo-
rologically for weather forecasting purposes. As a
result, the data come to climatologists secondhand
after their operational use. Interpolated daily grid-
point values of heights and temperatures at certain
fixed pressures are averaged to form monthly mean
values. The thickness of the atmosphere between
any two levels is directly related to the average tem-
perature of the layer. Analysis of free air tempera-
ture measurements is discussed in Chapter 4 of this
volume.

Because they are affected by changes in instru-
mentation and changes in correction procedures,
upper air data are far from being error free. Over
data-sparse oceanic regions, the grid point analyses
are dependent on the dynamic model that provides
the “first guess” pressure field (Parker 1980). Spu-
rious trends therefore may be introduced into grid
point time series by changes in analysis procedures.

% In numerous cases, station and sea level pressure data sets pub-
lished in WWR appear to have been reversed.
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Although changes related to sonde type may not
be apparent from day to day, climatological analysis
has unearthed some slight, but important, changes.
For example, Parker (1980) has analyzed sonde
data from Arctic regions and found that data from
U.S.S.R. stations bordering Norway were abruptly
different at the same time as similar changes were
noted on the eastern border of the U.S.S.R. with
Japan. It was concluded that the change in sonde
manufacture had affected the U.S.S.R. sonde data.
Such checks between stations in adjacent countries
need to be conducted on a continuing basis to en-
sure the homogeneity of the data set in the future.
Parker (1980) also compared the routinely analyzed
charts of surface pressure and upper level analy-
ses performed by national meteorological agencies
in the U.S.S.R., the United States, West Germany,
and the United Kingdom. Some important differ-
ences were revealed, but by using the station data it
was possible to select the most correct chart for any
particular case. However, there was no consistent
pattern in selecting the optimum analysis.

3.4 VOLCANIC AEROSOLS

Several studies of the effects of a CO; buildup on the
climate during the last 100 years have pointed to the
importance of isolating the significance of volcanic
aerosol loading of the upper atmosphere {Schnei-
der and Mass 1975; Miles and Gildersleeves 1978;
Hansen et al. 1981). Because this factor is possibly

the most important variable affecting temperature -

variations on the time scale of 1 to 10? years, the fol-
lowing section discusses various data sets concerned
with stratospheric aerosol loading. A similar review
has been provided by MacCracken (1983).
Although the idea that volcanic eruptions might
influence climate far from the eruption site was pro-
posed over 200 years ago (Franklin 1789), serious
attention was not directed to the question until
the early 20th century (Abbott and Fowle 1913;
Humphreys 1913; Arctowski 1915). The first at-
tempt at a comprehensive catalog of explosive erup-
tions was that of Lamb (1970), who compiled his-
torical data on known eruptions (tephra volume)
and records of unusual post-sunset sky coloration
as a proxy of eruptions that had injected aerosols
into the stratosphere. Using the fairly compre-
hensive studies of Krakatoa (Symons 1888) as a

reference standard (to which he assigned a dust
veil index [DVI] of 1000), Lamb made estimates
of the magnitude of other, less well-known erup-
tions, and even of unknown eruptions observed via
the sky coloration records in historical literature.
This approach recently has been applied to years
earliler than 630 A.D. using European (principally
Roman and Greek) literature sources (Stothers and
Rampino 1983). Lamb’s DVI often has been criti-
cized because of the occasional use of temperature
records to assess eruption magnitude (by reference
to the extent of cooling after an eruption) (Robock
1981). However, this is only true for a few cases; ac-
cording to Newhall and Self (1982), of Lamb’s 250
DVI estimates, only 5% are solely based on temper-
ature estimates. The majority (48%) are based on
qualitative descriptions of eruptions or post-sunset
sky coloration and another 42% are based either
on Sapper’s (1927) semiquantitative estimates of
tephra volume or on later, more detailed calcula-
tions of tephra volume. A small percentage of val-
ues (5%) are based on actual radiation data. Lamb
recognized the dangers of circular reasoning in using
the DVI to assess the effect of explosive eruptions on
temperature and was careful to isolate any data de-
rived from climatological reasoning (Figure 3.5). He
also pointed out explicitly that his estimates were
probably only good to within one order of magni-
tude. This is discussed further by Kelly and Sear
(1982).
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Figure 3.5. (A) Ten-year running means of Lamb’s DVI plotted
at the middle of each decade. (B) Twenty-five-year cumulative
DVL In (A} and (B] the finer lines indicate values obtained by ig-
noring cases of dust veils assessed solely on evidence of temperature
anomalies. Source: Lamb (1970).
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Figure 3.6. Latitudinal distribution of volcanic DVI, calculated from the adjusted data of Lamb (1970). Contours are at DVIs of 20,
60, and 100; the maximum value at the center is also given. Source: Robock (1981).

Since that time, authors have made minor ad-
justments in Lamb’s chronology, revising the mag-
nitude of certain eruptions based on more recent
information (Mitchell 1970, 1972; Oliver 1976). An
attempt also has been made to assess the latitudi-
nal and temporal dimensions of aerosol clouds, rec-
ognizing that the location of eruptions is important
in subsequent aerosol dispersion history, and that
aerosols may remain dispersed for several years fol-
lowing an eruption (Robock 1981). Robock’s model
of DVI is shown in Figure 3.6.

A more detailed chronology of volcanic erup-
tions has been compiled by Hirschboeck (1980),
with data spanning the interval from 2227 B.C. to
A.D. 1969. Hirschboeck’s chronology contains an
order of magnitude more eruption events, but the
vast majority are rated as minor or moderate, which
are unlikely to have been of climatic significance.

Indeed, even some of those rated as great eruptions
were too small to have been of climatic significance
(Newhall and Self 1982).

The most extensive compilation of worldwide
volcanic eruptions is that of Simkin et al. (1981),
who used geological criteria to rank eruptions on a
scale of 0 (small) to 8 (massive) to form a volcanic
explosivity index (VEI). Although this provides an
objective chronology of eruption magnitude, the rat-
ings were not designed to indicate potential climatic
significance. The 1980 eruption of Mt. St. Helens,
for example, was given a rating of 5, whereas the
1963 eruption of Mt. Agung, known to be of far
greater climatic significance, was rated only as a 4.
It would be useful to develop an index of climati-
cally important explosive eruptions that would take
into account eruption magnitude (volume and size
of material, and injection height) as well as tephra
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composition, particularly sulfate content (Devine et
al. 1984; Rampino and Self 1984). Other factors
such as season of eruption, latitude, and vent eleva-
tion are also of significance.

All these factors notwithstanding, analysis of
the VEI chronology provides some insight into the
major characteristics of all eruption chronologies:

1. A total of 75% of major eruptions (VEI > 5)
are recorded as occurring in the Northern Hemi-

sphere (Table 3.1).

Table 3.1
Major Volcanic Eruptions {with VEI > 5} Since 1600.
Volcano Latitude Date of Eruption VEI
Awu 3.67°N January 1641 5
Usu 45.5°N August 1663 5
Tarumai 42.7°N August 1667 5
Long Island 5.4°N 17001100 6
Tarumai 42.7°N August 1739 5
Katla 63.6°N October 1755 5
Tambora 8.3°S April 1815 7
Galunggung 7.3°8 October 1822 52
Cosiguina 12.98°N June 1835 5
Sheveluch 56.78°N February 1854 5
Askja 65.0°N March 1875 5
Krakatoa 6.1°S August 1883 6
Tarawera 38.2°S June 1886 5
Santa Maria 14.75°N October 1902 6
Ksudach 51.8°N March 1907 5
Novarupta (Katmai) 58.28°N June 1911 6
Quizapu (Cerro Azul) 35.67°S April 1932 5
Bezymianny 56.07°N March 1956 5
St. Helens 46.2°N May 1980 5

% Counsidered questionable.
Source: Simkin et al. (1981).

2. The record is incomplete and biased toward ar-
eas with good historical records. Prior to 1800,
most reports of large, high-latitude eruptions
were from lIceland and Japan, whereas in the
late 19th and 20th centuries more high-latitude
eruptions were reported from Alaska, the Aleu-
tian Islands, and Kamchatka. This strongly
suggests that many other eruptions occurred in
these areas during historical times, but were
never reported. Even today, eruptions in the
Aleutian Islands may not be noticed for weeks
to months. High latitude Southern Hemisphere
eruptions are virtually unknown; only two major
eruptions poleward of 30°S have been recorded,
in 1886 and 1932.

3. Because of the probable bias in reporting, the
maximum eruption density (eruptions per unit

area) for eruptions with a VEI > 4 occurs in lat-
itude zone 60°-65°N (1.4 eruptions per 10 km?
for the period 1500-1980). In view of other po-
tentially unrecorded eruptions in this zone, this
in fact may be true, but only further volcanolog-
ical studies will be able to confirm it.

4. Although reports of eruptions have increased to-
ward the present, it is, nevertheless, clear that
the interval 1923-1950 was relatively free of ma-
jor eruptions. The number of large eruptions
(VEI > 4) has doubled since the early 1950s,
with an average of two major eruptions every 3
years since then (Simkin et al. 1981).

Because of the limited historical and volcanolog-
ical data available and the inherent difficulties of as-
sessing eruption magnitude ex post facto, the value
of a precise proxy for volcanic eruptions is clear. Re-
cently, the potential for using ice core electrolytic
conductivity data as a proxy of explosive sulfate-
rich eruptions has been demonstrated. Gases such
as hydrogen sulfide and sulfur dioxide injected into
the stratosphere are rapidly dispersed around the
hemisphere. They are photochemically oxidized en
route and combine with water molecules to form
sulfuric acid, which is eventually washed out in
precipitation, thereby raising the conductivity of
snow (and eventually ice layers) in polar ice caps.
Using Lamb’s dust veil index (DVI) as a check,
Hammer (1977) and Hammer et al. (1978, 1980)
have demonstrated that highly acidic layers, sig-
nificantly above background acidity values, reveal
a record that closely matches eruptions of known
ages. However, the ice core record is biased to-
ward high-latitude eruptions because the washout
of acidic precipitation is greater near the source.
For example, in the Greenland Créte ice core, the
highest acidity levels in the last 2000 years resulted
from the eruptions of Lakagigar, Iceland, in 1783
and Eldgja, Iceland, in 934 A.D. + 2. However, the
most explosive eruption in the last millennium (and
also perhaps the eruption of greatest climatic signif-
icance) was that of Tambora in 1815, a low-latitude
event (8°S) rated 7 in the VEI (Stothers 1984). Per-
haps a Southern Hemisphere ice core acidity record
will provide a better perspective of the magnitude of
these equatorial eruptions, even though they appear
to have been of climatic significance in both hemi-
spheres (Dunwiddie and LaMarche 1980; LaMarche
and Hirschboeck 1984). Perhaps, the greatest value
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of ice core acidity records is the prospect of con-
structing a unique chronology of explosive eruptions
back into prehistoric times.

The principal value of all these chronologies is as
an estimate of the potential climatic effect of erup-
tions through their effect of reducing the solar ra-
diation that reaches the lower atmosphere. A more
direct index of volcanic aerosol loading may thus be
long-term actinometric measurements of solar radi-
ation (Pivovarova 1977). Although there are uncer-
tainties in the quality of these records over time
(World Meteorological Organization 1984a) they
have been used as an index of stratospheric aerosol
loading by Bryson and Goodman (1980), who have
analyzed actinometric data for 42 Northern Hemi-
sphere stations between 20° and 60°N on cloud-free
days. These data were converted into mean aerosol
optical depth as a measure of turbidity in the over-
lying atmospheric column (Figure 3.7). The early
data in the record show relatively sharp year-to-
year changes that appear to be correlated with the
volcanic record. However, the later data seem to be
much less related to volcanic eruptions. Because the
data cannot be used to distinguish between tropo-
spheric and stratospheric aerosol loading, the effect
of urbanization and industrial and agricultural ac-
tivity may be important factors in this time series.
The data also include any effects of solar variability.
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Figure 3.7. (A) Mean annual aerosol optical depth, based on
42 stations between 20° and 65°N, and {B) the number of North-
ern Hemisphere volcanic eruptions of large magnitude per year.
Source: Bryson and Goodman (1980).

In view of the wide variety of volcanic aerosol
indices, it is interesting to compare them for the pe-
riod of overlap. Correlation coefficients are shown
in Table 3.2.* Correlations between most series are
statistically significant at a level <5 percent after
accounting for autocorrelation. Pivovarova’sactino-
metric index is inversely correlated with the other
indices because it is a direct measurement of so-
lar radiation received at the surface rather than of
aerosol loading. Also shown are correlations be-
tween the various indices and the Northern Hemi-
sphere continental temperature data set of Jones et
al. (1982). All series (except Pivovarova’s)show sta-
tistically significant negative correlations with the
temperature records. This analysis suggests that a
better understanding of volcanic aerosol effects on
climate will be needed to adequately assess CO,-
climate relationships in the future.

3.5 SOLAR IRRADIANCE

Until recently (i.e., since the availabiltiy of satel-
lites) there have been no accurate measurements
of solar irradiance. However, a number of proxy
indicators have been used in solar climate stud-
ies: sunspots, atmospheric carbon-14 concentra-
tions and solar diameter (see Wigley [1981] for a
thorough discussion of these proxy indicators of so-
lar irradiance and also Repin et al. [1980]; papers
concerning solar-climate relationships are the focus
of Centre National d’Etudes Spatiales [1978, 1980]).
Sunspots were rediscovered by Galileo in 1611,
shortly after the invention of the telescope, even
though the dark spots or blemishes had been seen
on the face of the Sun with the naked eye for many
centuries. Long records of sunspot activity can be
gleaned from descriptions of the Sun and aurorae in
Chinese records (Youji et al. 1983), but these are
imprecise. Sunspots vary greatly in size, with some
being as large as one-twentieth of the visible area of
the Sun, and they occasionally occur in groups.
Since the 17th century, the number of sunspots
has been counted by a regular network of observa-
tories around the world. Wolf began a compilation
of the sunspot counts on a monthly basis (known
as the Zurich relative sunspot number), which has
been continually updated. The sunspot numbers

4 S. Clegg and T.M.L. Wigley; personal communication.
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Table 3.2.
Correlations Between Different Series of Volcanic Forcing?

Source? 1 2 3 4 5 6 7 8
9 -0.36 -0.44 -0.54 -0.29 -0.48 -0.66 (0.31) -0.47
8 0.28 0.37 0.44 030 -0.36 0.52 (-050)

7 -0.48 -0.32 -0.46 (-0.15) -0.47 -0.43
6 (0.26) 0.43 0.63 -0.25 -0.56

5 0.65 (0.16) 0.81 0.65

4 061 0.30 0.63

3 0.56 0.41

2 0.23

(-0.48) (-067) (-0.67) (-0.35) (-0.61) (-0.75) (0.33) (-0.57)
(0.25) (0.45) (0.58) (0.48) (0.53)} (0.62)(-0.40)
(-051) (-033) -0.68 -0.51 (-0.72) (-0.47)

(0.44) (0.63) (0.72) (0.49) (0.60)

0.70 (0.18) (0.84) 0.66

0.80 (0.33) (0.54)

(0.62) (0.51)

(0.39)

Wb O

2 In the lower half of the table, the volcanic data have been sub-

jected to a low pass (3 year) binomial filter. Values in paren-

theses are not significant at the 5% level after accounting for

autocorrelation.

Sources are as follows:

1. Simkin et al. {1981); VEL

. Hammer et al. (1980); ice core acidity.

. Lamb (1970); DVI.

. Mitchell (1970); based on Lamb’s (1970) DVI.

. Oliver (1976); based on data from Lamb (1970) and Mitchell

(1970).

. Bryson and Dittberner (1976); alternative DVI.

7. Pivovarova{1977}; strength of direct solar beam {actinomet-
ric).

8. Bryson and Goodman (1980); mean annual aerosol optical
depth (cf. Pivovarova1977).

9. Northern Hemisphere temperatures from Jones et al. (1982).
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vary in a periodic way with roughly 11 years be-
tween each sunspot maxima, although the cycle has
had lengths ranging from 7.3 to 17.1 years over
the last 300 years (see Sonett [1983] for a discus-
sion of the sunspot index spectrum). The sunspot
record extends back to 1749 with high reliability
(Eddy 1976), but is less reliable before and ex-
tremely sketchy prior to 1700. Part of the reason
for this sketchiness is due to the belief that there
were no sunspots for certain periods during the 17th
century. This period has come to be known as the
Maunder Minimum (1654 to 1714). It is now gen-
erally believed that there were some sunspots, al-
though the numbers were reduced compared with
those counted after 1800. Earlier sunspot minimum
periods are also believed to have occurred (e.g., the
Sporer (1416 to 1534] and Wolf [around 1280 to
1350| minima).

The area of the Sun covered by sunspots has
been measured since 1874. The umbral/penumbral
ratio (the ratio of the size of the inner to the outer
ring of the spot) has also been measured since that
time because it was thought that it might be a more
useful irradiance proxy than the sunspot number
(Hoyt 1979). The area time series has been used by
Eddy et al. (1982) to reconstruct values of the solar
irradiance. Such a series may be a more reliable
indicator of variations of solar irradiance received
by the Earth than is the number of sunspots.

Another indicator of solar output variations is
the amount of radioactive carbon-14 in the atmo-
sphere. Such variations can be measured by com-
paring carbon-14 dates with accurate calendrical
dates of tree rings. As carbon-14 production is
influenced by solar flare activity and the strength
of the solar wind (Stuiver and Quay 1980), it is a
valid proxy measurement of solar activity, but its
relationship to irradiance is uncertain. Major varia-
tions in atmospheric carbon-14 are associated with
modulations in the amplitude of the 11- and 22-year
solar sunspot cycle and may allow periods similar to
the Maunder Minimum to be identified back many
thousands of years. The variability of atmospheric
carbon-14 provides firm evidence of solar variability
on the century time scale, but as noted above, the
link with irradiance has not yet been determined.

The relationships between variations in sunspot
activity, sunspot area, solar flare activity, and so-
lar irradiance are still a matter of debate (Newkirk
1983). The issues cannot be resolved until long
and accurate time series of satellite-measured irra-
diance become available. Such direct measurements
of solar irradiance have been made with the aid of
satellites only since 1975. Earlier rocket-based or
ground-based data are considered inadequate for es-
timating decadal time scale changes (Willson 1984).
The results from the many satellite missions since
1975, in particular the Solar Maximum Mission,
have been summarized by Smith et al. (1983) and
Willson (1984). Correlations on daily to annual
time scales between solar irradiance and sunspots
have been demonstrated (Willson et al. 1981; Eddy
et al. 1982; Smith et al. 1983). These data sug-
gest that there may be irradiance changes of £+0.05
percent associated with the sunspot cycle. The as-
sociated change in global mean temperature would
almost certainly be less than £0.1°C if due account
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is taken of transient response effects (Hoffert and
Flannery 1985).

Extrapolation of the satellite record to longer
periods suggests that solar variability may vary by
up to 0.2% over a 40-year period. Such variations
may be more important for climatic studies, partly
because of the amplitude of such changes and partly
because the transient response damping would be
less for lower frequency forcing. These variations
appear to be in accord with astronomical evidence
that the solar diameter varies on the decadal to
century time scale. Parkinson et al. (1980) and
Gilliland (1981) suggest that the diameter of the so-
lar disk varies with an approximately 80-year cycle.
There is also evidence of such a periodicity in the
modulations of the 11- and 22-year sunspot cycle
over the last 250 years. Although the quantitative
link is still uncertain (to within two orders of mag-
nitude according to Gilliland 1981), changes in solar
diameter should be reflected by changes in solar ir-
radiance. Smith et al. (1983) have suggested that
some of the observed changes in irradiance from
satellite data might be caused by such changes.

Global mean temperature changes of up to
£0.2°C appear to be possible as a result of solar
irradiance changes, consistent with recent satellite
observations (Willson 1984). However, the short-
ness of the satellite record precludes any definitive
statement at present. Changes of £0.2°C would
be extremely difficult to detect in the observational
record. Nevertheless, the magnitude is consistent
with the empirical estimates of Gilliland (1982)
and Gilliland and Schneider (1984), even though
their results are not statistically significant. Al-
most all proposed solar-climate relationships have
been found to be statistically unsound when ana-
lyzed critically (Pittock 1978, 1983), but the possi-
bility of solar influences on the climate cannot be
dismissed. The effects are almost certainly small
on the interannual time scale, but they may still be
significant on the 10 to 100 year time scale.

Determination of the significance of solar irra-
diance change on climate and the relationship be-
tween solar irradiance and the proxy measurements
discussed above require a relatively long and contin-
uing record of accurate measurements from satel-
lites. The present Earth Radiation Budget satel-
lites will probably not be operative after 1987-1988.

After 1993, a new generation of satellites will be-
come operational (World Meteorological Organiza-
tion 1984b). There will therefore be a gap in the
hitherto continuous record of broad-spectrum radia-
tion measurements from satellites between 1988 and
1993 (World Meteorological Organization 1984b).
To avoid such a gap, immediate action is required.
The contingency measures suggested by the World
Climate Research Programme (World Meteorologi-
cal Organization 1984a) to bridge this gap may not
provide the required accuracy.

3.6 SUMMARY AND RESEARCH
RECOMMENDATIONS

Almost all data used in studies of long-term climatic
variations have significant limitations arising from
the fact that the data were never collected for this
purpose. Table 3.3 summarizes the most impor-
tant data sets that have been assembled and that
are in machine-readable form. Users of these data
sets who wish to isolate the effect of increasing CO,
concentrations or to understand climatic variations
of the past must carefully consider the data qual-
ity and spatial and temporal resolution of the data,
as discussed above. Only with such a realistic ap-
praisal of these data can meaningful conclusions be
reached.

Compilation of a detailed land-based tempera-
ture and precipitation data set extending back to
1851 has recently been accomplished. It is unlikely
that a significant improvement in the spatial cover-
age of this long-term set can be achieved. Studies
of the homogeneity of the data sets, particularly of
precipitation and pressure data, are needed, how-
ever. Both sea surface and marine air temperatures
need to be carefully homogenized and merged with
land-area data to provide a more comprehensive
view of hemispheric and global temperature vari-
tions. The record of large explosive volcanic erup-
tions (i.e., those likely to be of climatic significance)
is poor and improvements are needed to more fully
understand the effects of these events on the long-
term climatic record. In particular, the chemical
characteristics of past volcanic emissions and their
relationship to atmospheric optical depth through
time are areas requiring further study. Satellite
measurements of solar irradiance are also extremely
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Table 3.3

Sources of Data Sets Useful for Detecting CO;-Induced Climate Change.

Variable

Region

Source and Availability
of Data Set

References and Remarks

Surface Air
Temperature (land
stations only)

Surface Air
Temperature (land
stations only)

Gridded Air
Temperature (5° latitude
by 10° longitude for
land areas

Marine Data
(including sea surface
and ocean air
temperature)

Marine Data
{sea surface and ocean
air temperature only)

Station
Precipitation (land
areas only)

Station
Precipitation (land
areas only)

Sea Level Pressure
(gridded)

Sea Level Pressure
{gridded)

Upper Air Analyses
(various levels [1000-
100 mb), heights, and
temperatures)

Sea Level Pressure
{gridded), Upper Air
Analyses (various levels
(1000-100 mb), and
heights)

Global

Northern Hemisphere

Northern Hemisphere

Global

Global

Global

Northern Hemisphere

Northern Hemisphere

Northern Hemisphere

Northern Hemisphere

Southern Hemisphere

World Weather Records
(WWR)—NCAR,
Bouider, CO

U.S. Dept. of Energy Data
Bank-—Carbon Dioxide

Information Center (CDIC),

Oak Ridge, TN
U.S. Dept. of Energy Data

Bank—CDIC, Oak Ridge,
TN

Comprehensive Ocean-Atmos-
phere Data Set (COADS)—
NCAR or CIRES,

Boulder, CO

U.K. Meteorological
Office

WWR-NCAR, Boulder, CQ

U.S. Dept. of Energy Data
Bank—CDIC,
Oak Ridge, TN

NCAR (1899- ), Boulder, CO

U.K. Meteorological Office
(1873-)

NCAR, Boulder, CO

Australian Bureau of
Meteorology, Melbourne
Australia

Jenne (1975) and updated
current NCAR docu-
mentation

Bradley et al. (1985).
19t century records in
WWR are a subset

Jones et al. (1986a).
Gridden version of station
data in Bradley et al.
(1985) and WWR

Slutz et al. {1985).
Data set contains many
other variables (e.g.,
windspeed, sea level
pressure, cloudiness)

Folland et al. (1984)

Jenne (1975) and
updated current NCAR
documentation

Bradley et al. (1985)
{19*P century records in
WWR are a subset)

Jenne (1975).
See remarks concerning
homogeneity in Williams
and van Loon (1976)
and Trenberth and
Paolino (1980)

See Williams and
van Loon (1976)

Jenne (1975).
Most standard levels
available although 500
and 700 mb are of longer
duration (since ~1946)
and are probably most
reliable

Only available since 1972

important and it is critical that these observtions

be continued, particularly over the next decade.
Improvements in large area and long-term data

sets have been and continue to be made. Analysis

of these data should provide new insights into the

48 Detecting the Climatic Effects of Increasing Carbon Diozide

variability of past climate and the importance of
various factors in producing the variability. This
will be a major step towards isolating the effects of

the increasing CO;, concentration on climate.
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