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Abstract

Due to current uncertainties about the response of the ice sheets to anthropogenic climate

forcing, there has been a growing interest in what the palaeo-record can tell us about the

past response of the ice sheets to natural climate forcings. Direct qualitative and quantitative

inferences have been made based on the past relationships between climate and sea level (which

parallels ice sheet changes). Here we attempt to define better the past relationship between

temperature and sea level. We first review existing temperature and sea level records, with

a discussion of uncertainty in each of these datasets. We then synthesise the sea level and

temperature data and test plausible forms for the sea level versus temperature relationship over

the past 50 million years. We suggest that a nonlinear form for this relationship is evident in the

data, which can be explained by the di↵erent glacial thresholds for Northern Hemisphere and

Southern Hemisphere glaciation and the ice sheet carrying capacity of the Antarctic continent.

We next perform ice sheet model simulations of the large ice sheets that either exist today

(the East Antarctic ice sheet) or have existed in the past (the Northern Hemisphere ice sheets),

focusing on past periods of large-scale change to these ice sheets. We use our simulations of the

Northern Hemisphere ice sheets during the last glacial cycle to test and refine our modelling

approach. We then investigate ice sheet hysteresis and the di↵erent thresholds for glaciation

and deglaciation; this may limit the usefulness of using data from the Cenozoic, which is broadly

a period of cooling, to make inferences about the future ice sheet response to ongoing warming.

Finally we compare our model results with the earlier data synthesis and a recent study of the

past relationship between atmospheric CO2 and sea level on long timescales.
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Chapter 1

Introduction

Part of this chapter was originally published in 2012, here it is modified from the first half

of that paper, with an extended introduction: Gasson, E., Siddall, M., Lunt, D., Rackham,

O. J. L., Lear, C. H., and Pollard, D. (2012). Exploring uncertainties in the relationship

between temperature, ice volume, and sea level over the past 50 million years. Reviews of

Geophysics, 50(RG1005):135. E. Gasson performed all analysis, created figures and wrote the

paper, additional comments were provided by the co-authors, 4 reviewers and the editor, E.

Rohling. For figures with a time series the axes are reversed so that time runs left to right, for

consistency with all other figures in this thesis.
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1.1 Background

Of the global human population, ⇠10 % currently live in low elevation coastal zones less than 10

m above present day sea level and over a third live within 100 km of the coastline (McGranahan

et al., 2007; Camoin et al., 2009). The ice sheets are the largest potential contributor to

sea level rise, but understanding and predicting glacier and ice sheet dynamics is notoriously

di�cult (Alley et al., 2005; Allison et al., 2009). Because of this limited understanding, in

its fourth assessment report (AR4) the Intergovernmental Panel on Climate Change (IPCC)

did not provide sea level projections that accounted for rapid dynamical changes in ice flow

(Solomon et al., 2007). It should be noted that since AR4 there has been a substantial e↵ort

to improve observations and projections of the dynamic ice response to warming (e.g. Schoof,

2007; Holland et al., 2008; Joughin and Alley, 2011; Sundal et al., 2011; Pattyn et al., 2012;

Cornford et al., 2013).

The observational record contains examples of nonlinear threshold type responses, such as

the collapse of the Larsen B ice shelf and subsequent surging of glaciers (De Angelis and Skvarca,

2003; Rignot, 2004; Domack et al., 2005). However, the observational record does not help us

to constrain large changes to the ice sheets. Although there is no known analogue to projected

future warming in the palaeoclimate record (Crowley, 1990; Haywood et al., 2011), it does

contain examples of large-scale changes to the ice sheets (DeConto and Pollard, 2003a; Miller

et al., 2005a). The palaeoclimate record can therefore aid understanding of ice sheet behaviour

and provide insight into the plausibility of large ice sheet changes in a warming world (Scherer,

1998; Pollard and DeConto, 2009). By looking to the palaeoclimate record we can also attempt

to understand better the relationship between di↵erent climate parameters, such as temperature,

atmospheric CO2, ice volume, and sea level (Rohling et al., 2009; Foster and Rohling, 2013).

The palaeoclimate record is useful in illustrating how dynamic the Earth system has been

in the past. A key problem of communicating the dangers of climate change, such as the

oft-cited 2 �C limit for increased global mean temperature (e.g. Nordhaus, 1979; European

Commission, 2007; UNFCCC, 2009; Schmidt and Archer, 2009), is that it is di�cult to reconcile

human experience of weather and climate with changes in the global mean temperature (Hulme,

2012). As an extreme example, the di↵erence between the warmest (56.7 �C, Death Valley,

USA, 10/07/1913) and coolest (-89.2 �C, Vostok Station, Antarctica, 21/07/1983) temperatures

observed on Earth is 145.9 �C (El Fadli et al., 2012; WMO, 2012). Although most humans

will never experience such weather extremes, the diurnal temperature range can exceed 35 �C
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Figure 1.1: HadCM3 / HadCM3L simulations of past climates, shown as annual temperature anoma-

lies over land relative to a pre-industrial control simulation (Singarayer and Valdes, 2010; Lunt et al.,

2010b,a). Note that the early Eocene (1120 ppmv CO2) simulation has a di↵erent continental configura-

tion, although it is shown here as an anomaly relative to the modern. Figure based on that of Hill et al.

(2012).

in parts of central USA (Sun et al., 2006). Consequently it is perhaps understandable that

humans have di�culty comprehending a 2 �C increase in the global mean temperature above

pre-industrial (1.2 �C above present) (Hulme, 2012). The palaeoclimate record can provide

examples of periods when the global mean temperature is only a few degrees di↵erent from

today (see Figure 1.1).

Over the past 50 Ma, eustatic sea level has varied between ⇠100 m above present in the

early Eocene (⇠56� 49 Ma), when there was little or no land ice on Earth and the ocean basin

volume was less than present (Miller et al., 2005a; Kominz et al., 2008; Miller et al., 2009b),

and 120�140 m below present (Fairbanks, 1989; Yokoyama et al., 2000) during the Last Glacial
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Maximum (LGM; 23� 19 ka), when there were large ice sheets in Antarctica, North America,

Asia, and Europe (Clark et al., 2009). On this timescale, large (greater than 10 m) eustatic sea

level variations have been caused predominately by changes in the volume of land ice (Miller

et al., 2005a). Broadly, there have been four ice sheet states, these being (1) largely unglaciated

conditions, (2) a glaciated East Antarctic, (3) interglacial conditions with additional ice sheets

in the West Antarctic and Greenland (i.e., present-day conditions), and (4) glacial conditions

with the additional growth of large ice sheets in the Northern Hemisphere and a slight increase

in volume of the Antarctic ice sheets (de Boer et al., 2010). The glaciation of the East Antarctic

can also be further broken down into an intermediate state with ephemeral mountain ice caps

and a fully glaciated state (DeConto and Pollard, 2003a; Langebroek et al., 2009).

The temperature range over the past 50 Ma is perhaps less well understood. Deep-sea

palaeoclimate proxies are commonly used to interpret past climate changes because much of

the regional and seasonal changes present in surface ocean and terrestrial records are reduced

by the large volume and slow recycling of the deep ocean (Lear et al., 2000; Lear, 2007; Sosdian

and Rosenthal, 2009). Deep-sea temperatures (DSTs) in the early Eocene (50 Ma) may have

been 7� 15 �C warmer than present, with a best estimate of ⇠12 �C (Lear et al., 2000; Zachos

et al., 2001a; Billups and Schrag, 2003; Lear, 2007). The deep sea was ⇠1.5� 2 �C cooler than

present during the LGM, with further cooling limited as temperatures approached the freezing

point for seawater (Waelbroeck et al., 2002; Adkins et al., 2002; Elderfield et al., 2010; Siddall

et al., 2010a).

Sea surface temperature (SST) proxies suggest that during the Eocene the high latitudes

were significantly warmer than present, approaching or even exceeding temperatures seen in the

modern tropics (Bijl et al., 2009; Hollis et al., 2009; Liu et al., 2009; Bijl et al., 2010). However,

the lower latitudes were only a few degrees warmer than present in the Eocene (Sexton et al.,

2006; Lear et al., 2008; Keating-Bitonti et al., 2011), suggesting that there was a much reduced

latitudinal temperature gradient (Huber, 2008; Bijl et al., 2009). During glacial conditions the

surface high latitudes show cooling (Jouzel et al., 2007), with this cooling also extending to low

latitudes suggesting that there were additional feedbacks on the climate system, such as CO2

feedbacks, in addition to astronomical driven forcing (Herbert et al., 2010; Rohling et al., 2012).
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1.1.1 Temperature to sea level relationship

Surface temperature is broadly related to sea level through its control on the amount of ice

stored on land and through thermal expansion. A frequently reproduced plot of temperature

against sea level was created by Archer (2007) (see Figure 1.2, reproduced by: Jaeger et al., 2008;

Gulledge et al., 2008; Archer and Brovkin, 2008; Grassl, 2011) and has featured in governmental

reports on climate change (Schubert et al., 2006; Ste↵en et al., 2009). Archer (2007) suggest a

linear relationship between temperature and sea level over the past 40 Ma. Although this figure

is presented with the caveat that it represents the long-term sea level response in equilibrium

with the climate, it has been used to suggest that for the warming projected by the end of

the 21st century the long-term sea level rise will be up to 50 m above present (Archer, 2007;

Gulledge et al., 2008). A plot of the relationship between atmospheric CO2 and sea level on long

timescales is shown by Alley et al. (2005), which is comparable to the plot shown in Figure 1.2 if

the logarithmic relationship between atmospheric CO2 and temperature is taken into account.

However these plots use limited data covering a very long period of Earth’s history. Perhaps

the use of such figures in policy documents stems from their simplicity and because they are

easy to understand. This does not mean that they should be over-simplified. Indeed, a recent

in-depth synthesis of atmospheric CO2 and sea level reconstructions showed a more complex

relationship (Foster and Rohling, 2013).

In addition to the qualitative use of temperature versus sea level plots in illustrating the

past dynamism of the Earth system, quantitative sea level projections for the 21st century have

also been made using functions based on similar relationships. The semi-empirical method uses

data for past temperature and sea level to project future sea level response to a temperature

forcing (Rahmstorf, 2007). All of these projections have so far assumed a linear function for

the relationship between the rate of sea level change and the temperature forcing (Rahmstorf,

2007; Grinsted et al., 2008; Vermeer and Rahmstorf, 2009). Although this linear form may be

a reasonable approximation of recent sea level rise, which has been predominantly caused by

thermal expansion and is of a relatively low magnitude, it may be less appropriate for large

changes in temperature and sea level caused by changes in terrestrial ice volumes (Grinsted

et al., 2008; Rahmstorf et al., 2011; Orlić and Pasarić, 2013). The data used for calibration of

semi-empirical models has so far relied on the observational record (Rahmstorf, 2007; Vermeer

and Rahmstorf, 2009) or has used palaeodata from the past 2 ka (Grinsted et al., 2008). This

calibration range does not cover the full range of temperature estimates for the 21st century
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Figure 1.2: Relationship between temperature and sea level on geological timescales, after Archer (2007).

Data used are: LGM sea level 120 m below present (Fairbanks, 1989) and temperature 4-7 �C below

present (Waelbroeck et al., 2002; Schneider von Deimling et al., 2006; Rahmstorf, 2007); Pliocene sea

level 25-35 m above present and temperature 2-3 �C above present (Dowsett et al., 1994); Eocene sea

level 70 m above present (i.e. ice-free conditions) (Miller et al., 2009b) and temperature 4-5 �C above

present (Covey et al., 1996).

and therefore future projections require extrapolation well outside of the range of calibration

(Rahmstorf, 2007; Grinsted et al., 2008). There has so far been limited work on constraining

the past form of the near-equilibrium temperature to sea level relationship for temperatures

projected by the end of the 21st century (Rohling et al., 2009; Siddall et al., 2010a,b). The

overall aim of this thesis is to explore the form of the past relationship between near-equilibrium

temperature and sea level. Although we do not attempt to make any semi-empirical projections

based on this relationship, due to large uncertainties in the presently available data and current

lack of constraint on rates of sea level response, we do suggest plausible functional forms for

this relationship.

Sea level response to temperature forcing over the past 0.5 Ma, a period predominantly

cooler than present, has been studied in detail using proxy data from ice cores, ocean sediments,

and fossil corals (Rohling et al., 2009; Siddall et al., 2010a,b). However, further back in time

(106�107 years) which includes extended periods warmer than present, only modelled estimates
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have been published (albeit constrained by deep-sea oxygen isotope data de Boer et al., 2010).

In the first two chapters of this thesis, we will use existing proxy records from the past 50 Ma to

investigate the relationship and uncertainties between temperature and sea level reconstructions

during the transition to an ‘ice-house’ world.

1.1.2 Thesis aims and outline

The aim of the first two chapters of this thesis is to investigate what proxy data can tell us about

the past relationship between temperature and sea level. We shall concentrate on the DST to sea

level relationship for the past 50 Ma because the DST record is more complete than the surface

temperature record. We will complement this analysis by investigating the surface temperature

to sea level relationship over a key interval for sea level change, the Eocene-Oligocene transition

(EOT;⇠34 Ma) which is generally considered the period when a continental-sized East Antarctic

ice sheet first formed (e.g. Zachos et al., 2001a). We shall also investigate possible functions

which can describe this relationship, which may have significance for future semi-empirical

studies (e.g. Orlić and Pasarić, 2013).

The second aim of the thesis is to undertake new ice sheet model simulations of the large

ice sheets which are present today or which have existed in the past (the East Antarctic, North

American and Eurasian ice sheets); to compliment the data synthesis we will also present these

results as temperature / sea level plots. In Chapter 3 we describe a method for performing

long-duration ice sheet simulations. We then test this method by performing simulations of

the Northern Hemisphere ice sheets which formed and then deglaciated during the relatively

data-rich period of the last glacial cycle (⇠120 ka � present).

To constrain the upper part (high temperatures and sea levels) of the temperature to sea

level relationship we need to better understand the transition from ice-free conditions to partial

glaciation. It is the aim of the the later chapters to investigate the formation of the East

Antarctic ice sheet across the EOT and in particular whether small ice sheets could have existed

in the warmth of the Eocene (which would have implications for the past temperature to sea level

relationship towards higher temperatures). In Chapter 4 we perform an inter-model comparison

investigating the atmospheric CO2 thresholds for the onset of East Antarctic glaciation, with

the aim of investigating the model dependancy of our results. In Chapter 5 we investigate ice

sheet hysteresis and the di↵erent thresholds for glaciation and deglaciation. Ice sheet hysteresis

may have implications for using temperature and sea level data from the Cenozoic, which over
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long time-scales (107 years) represents a broad cooling (Lear et al., 2000), to make inferences

about the future response of the ice sheets to a sustained warming (Pollard and DeConto,

2005). In Chapter 6 we aim to tie together our data synthesis with what we learn from ice sheet

modelling. Finally in Chapter 7, we conclude with an overview of the main findings and suggest

directions for future work. The remainder of this chapter and the next chapter was published

in Reviews of Geophysics in 2012 (Gasson et al., 2012).

1.2 Proxy records

Long-duration (107 years) records of sea level, ice volume, and temperature over the past 50 Ma

are limited to ocean sediment deposits. Although other proxy records exist (e.g., from isotope

analysis of fossil tooth enamel (Zanazzi et al., 2007) or sediment records from an incised river

valley (Peters et al., 2010)), these are of a too short duration for the purposes of this thesis.

Long-term (107 years) records are presently limited to sequence stratigraphy records of sea level

(Miller et al., 2005a), Mg/Ca proxy records of DST (Lear et al., 2000; Billups and Schrag, 2003),

and records of oxygen isotopes (�18O), which are a mixed climate signal (Zachos et al., 2001a).

Other proxies, such as the tetraether index (TEX86) and the alkenone unsaturation index (Uk

0
37),

have been used to create intermediate-duration (106 years) SST records (Bijl et al., 2009; Liu

et al., 2009). We discuss each of these proxies in the following sections.

When looking at this long time period, the proxy record of surface temperature is limited in

both duration and spatial coverage, although records are improving with the continued develop-

ment of new and existing proxies (e.g. Lear et al., 2008; Liu et al., 2009). A limitation of using

localised surface temperature proxies is that there are inherent uncertainties as to whether they

actually represent regional and/or seasonal temperature fluctuations (Lear et al., 2000). These

potential biases are reduced in the DST record, although the DST record has other significant

limitations (Lear et al., 2000; Billups and Schrag, 2003). DST is coupled to SST at regions of

deep-water formation, which for the present day are predominantly, although not exclusively

(Gebbie and Huybers, 2011), the high latitudes (Zachos et al., 2001a). Therefore, DST proxies

should not be seen as a pure record of past global temperature but should instead be viewed

as analogous to past high-latitude surface temperature (Zachos et al., 2001a). The DST record

is useful when investigating the sea level to temperature relationship, as it is best coupled to

the surface at regions of ice formation. Over the past 50 Ma there have been major tectonic

changes, such as the uplift of the Himalaya following the collision of India with Asia, the opening
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of the Drake and Tasman passages, and the closing of the Panama seaway, which have all had

an influence on the climate system (Zachos et al., 2001a).

1.2.1 Sequence stratigraphy: a sea level proxy

Sequence stratigraphy of passive continental margins can provide a record of regional sea level

over the past 50 Ma and even longer timescales (Vail et al., 1977; Haq et al., 1987; Miller et al.,

2005a; Kominz et al., 2008). Depositional sequences bounded by unconformities (periods of

nondeposition and/or surfaces of erosion) show changes in regional sea level. By accurately

dating sequences and inferring the past water depth during depositional phases from lithofacies

and biofacies models, a quantitative estimate of sea level through time can be created (Miller

et al., 1998, 2005a; Kominz et al., 2008; Browning et al., 2008).

Vail et al. (1977) developed a method for inferring global sea level by correlating sequences

from multiple depositional basins. This work led to the production of the “Haq curve”, which

was claimed at the time to be a global eustatic record of sea level (Haq et al., 1987). Miall

(1992) was critical of the approach used by Haq et al. (1987) as it assumes that the dating

of sequences is accurate enough to allow for correlation across multiple depositional basins.

However, the duration of some of the sequences is often less than the age error estimate. Miall

(1992) demonstrated that sequences created using a random number generator with the same

age errors could generate a good correlation with the Haq curve. It is unclear whether the

sequences are the result of a global sea level signal or generated by regional processes, making

correlation across multiple basins questionable (Christie-Blick et al., 1988). Other criticism has

focused on the lack of availability of data that made up the Haq curve, meaning that independent

verification of the record is not possible (Miall, 1992). Given these fundamental weaknesses,

(Miall, 1992) suggested that the Haq curve in particular should be abandoned and e↵orts should

be focused on independent well-dated records, such as those discussed in the following.

Within the last 15 years, multiple well-dated sediment cores from one region, the New Jersey

(NJ) margin in the northeastern United States, have been used to create a sequence stratigraphy

record of sea level over the past 100 � 10 Ma (see Figure 1.3). Sea level for 9 � 0 Ma in the

study by Miller et al. (2005a) is estimated from a calibration of the �18O record as the NJ

sequence stratigraphy record is incomplete from 7 � 0 Ma (Miller et al., 2005a; Kominz et al.,

2008). By taking into account compaction, loading, and subsidence of the sediment core (the

backstripping method), a regional sea level record was created (Browning et al., 2008). The
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sequences are dated using a combination of biostratigraphy, magnetostratigraphy, and strontium

isotope stratigraphy, providing age control better than ±0.5 Ma (Kominz et al., 2008), which is

a significant improvement on the ±3 Ma age errors of the Haq curve (Miall, 1992).

When regional sea level drops below the level of the core hole site, there is a hiatus in the

record, identified as an unconformity. This is a potential limitation of sequence stratigraphy

because it means water depth information is restricted during lowstands. This is overcome in

part by having multiple core hole locations from both onshore and o↵shore sites; however, there

are still significant hiatuses in the composite record during lowstands. Although a quantitative

record of water depth is limited during lowstands, it is likely that sea level was lower than

surrounding highstands given the lack of sediment deposition. As shown in Figure 1.3, Kominz

et al. (2008) provide conceptual lowstands, which highlight that sea level is lower during periods

when there are no deposits; errors during these periods are significantly higher than during

highstands. Here we assume generous errors of ±50 m during lowstands, based on the highest

error estimate of Miller et al. (2005a). The highstand sea level estimate has an associated water

depth error. The errors generally increase with increasing water depth; highstand errors for the

NJ sea level record are typically ±10� 20 m (Miller et al., 2005a).

As shown in Figure 1.3, the NJ record shows a long-term fall in sea level of ⇠100 m over

the course of the past 50 Ma, which is greater than can be explained by the formation of the

modern ice sheets (Kominz et al., 2008; Miller et al., 2009b). Estimates of the total amount of

ice stored in the modern ice sheets, in terms of sea level equivalence (ice volume divided by the

ocean area and accounting for the change in volume with change in state from ice to seawater),

vary from 64�80 m (Lythe and Vaughan, 2001; Bamber et al., 2001; Miller et al., 2005a; Lemke

et al., 2007). However, this is not directly relatable to the NJ sea level record.

If this additional mass of water was added to the oceans, it has been suggested that it would

have an isostatic e↵ect (hydroisostasy), meaning that the sea level rise visible from NJ may

be ⇠33 % less (Pekar et al., 2002; Miller et al., 2009b). This assumes that the added water

weight would lead to a global subsidence of the crust into the mantle (based on a simple “Airy”

loading based on the density of the mantle (3.18 g cm�3) divided by the density of the mantle

less the density of seawater (Kominz and Pekar, 2001)). It should be noted that this simple

hydroisostatic correction is not universally accepted (e.g., Cramer et al., 2011) and that regional

isostatic e↵ects (discussed later) may be more important. Cramer et al. (2011) use the corrected

and uncorrected NJ record as plausible end-members.
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Figure 1.3: Sea level time series from 50 to 0 Ma. Kominz et al. (2008) regional sequence stratigraphy sea

level data from the New Jersey margin (50-10 Ma), showing highstand data and “conceptual” low-stands

(blue lines). Smoothed sea level data using a center-weighted running mean with a window size of ±0.5

Ma and interpolated to a 1 Ma temporal resolution (black line). Highstand errors (gray band) are from

Kominz et al. (2008); lowstand errors shown here are ±50 m, based on the highest error estimate of

Miller et al. (2005a). de Boer et al. (2010) sea level (red dashed line) was modelled using observation-

constrained forward modelling with benthic foraminifera �18O data as input (Zachos et al., 2008).

If we do assume full hydorisostatic adjustment, only ⇠43� 54 m of the long-term fall in the

NJ record can be explained by the formation of the modern ice sheets (Pekar et al., 2002; Miller

et al., 2005a). Assuming that DSTs have cooled by ⇠12 �C over the past 50 Ma (see 1.2.2; Lear

et al., 2000; Zachos et al., 2001a), ⇠12 m can be explained by thermosteric sea level fall (Miller

et al., 2009b). This leaves an additional sea level fall, which could reasonably be explained by

an increase in ocean basin volume (Miller et al., 2009b).

Ocean crust production rates may have decreased since the early Cenozoic (Xu et al., 2006).

Because seafloor becomes deeper as it ages, slower ocean crust production rate e↵ectively in-

creases ocean basin volume (Xu et al., 2006). This is not consistent with the results of Rowley

(2002), which suggested ocean crust production rates, and therefore ocean basin volume, have

not varied significantly over the past 180 Ma. Cramer et al. (2011) attempted to separate
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the ice volume component of the NJ sea level record from the ocean basin volume component

by assuming that all sea level change above the ice-free level (64 m, or 43 m if corrected for

hydroisostatic e↵ect; Pekar et al., 2002) is due to changes in ocean basin volume. They then

removed the low frequency sea level signal above this ice-free level. By making this correction it

implies that the sea level record when sea level is below the ice-free level is not contaminated by

an ocean basin volume signal (Cramer et al., 2011). Note that we do not make this correction

here and choose to show the raw record as we believe it is a better representation of the poten-

tial sources of error in the record. Müller et al. (2008) reconstructed ocean basin volume using

marine geophysical data. Their data did suggest a decrease in sea level caused by an increase

in ocean basin volume since 50 Ma of ⇠20 m. It should be noted that their reconstruction

significantly di↵ers from the NJ record on longer timescales (Müller et al., 2008), as discussed

below. This combined total of ⇠75 � 86 m does not close the long-term NJ sea level budget

and may suggest that the record contains other controls in addition to global sea levels due to

changes in ocean volume.

For multiple reasons, a sea level record from any single coastal area should be viewed as

a record of regional sea level rather than a record of global eustatic sea level (Kominz et al.,

2008). This is because in addition to sea level changes resulting from the movement of water

to and from storage as ice on land, the variation in the ocean basin volume, and the thermal

expansion of water, there are regional e↵ects that may be recorded (Pekar et al., 2002). If a

continental plate moves vertically, e.g., as a result of ice loading, this will be seen as a sea level

change in the record (Peltier, 1974). Isostasy due to ice loading will not have a↵ected the NJ

record over the period of 100�10 Ma as it is unlikely that large-scale North American glaciation

occurred prior to the Plio-Pleistocene (e.g. Zachos et al., 2001a). Even though the margin has

subsequently been subject to isostasy, the preserved record of water depth was formed free from

a glacioisostatic signal. However, there are other tectonic e↵ects that may pose a challenge

to the sequence stratigraphy method and that may be contained in the NJ sea level record

(Kominz et al., 2008).

It has been suggested that northeast America has subsided since the Late Cretaceous, as the

continent over-rode the subducted Farallon slab (Conrad et al., 2004; Spasojević et al., 2008).

This would have been synchronous with declining sea level since the Late Cretaceous highstand,

having the e↵ect of masking some of the sea level decline in the NJ record (Müller et al., 2008).

This subduction could explain the discrepancy between the sea level estimates of Müller et al.

(2008), based on the reconstruction of basin volume from geophysical data, and the NJ record
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of Miller et al. (2005a). If the NJ margin did subside because of this mechanism, it would only

a↵ect the sea level record on long timescales (107 � 108 years). This should be too slow to be

confused with the more rapid glacioeustatic signal in the record (Miller et al., 2005a), but it

may still have contributed to the broad sea level trend of the last 50 Ma.

More recently, Petersen et al. (2010) suggested that on intermediate timescales (2� 20 Ma)

small-scale convection in the mantle could generate vertical plate movements. Using a 2-D

thermomechanical model, Petersen et al. (2010) demonstrated that vertical plate movements

on the order of ⇠30 m were possible on intermediate timescales. Such convective cycles could

generate sedimentary deposits, due to variations in water depth, which could be misinterpreted

as being caused by eustatic sea level fluctuations (Petersen et al., 2010).

Another potential source of local sea level change in the NJ record is due to gravitational and

Earth rotational e↵ects. There is a gravitational e↵ect between an ice sheet and the surrounding

ocean that influences relative sea levels on a global scale (Mitrovica et al., 2001, 2009; Raymo

et al., 2011). Because of this gravitational e↵ect, when a large ice sheet melts its mass is not

evenly redistributed across the oceans. Sea level local to an ice sheet can therefore fall once the

ice sheet has melted (Mitrovica et al., 2001, 2009). If the Antarctic ice sheet melted, for the NJ

region the local sea level change would be greater than if the volume were evenly distributed

across the oceans. In addition to the gravitational e↵ect there are other feedbacks from this

redistribution of mass, through influences on the Earth’s rotation and solid Earth deformation

(Mitrovica et al., 2001, 2009). As there have been large changes in the size of the ice sheets,

this gravitational e↵ect will be present in the NJ record and is another source of uncertainty.

In order to test the NJ sequence stratigraphy record, additional sea level curves from well-

dated deposits from multiple regions need to be generated. The NJ sequence stratigraphy

record should be viewed as a regional sea level record that needs to be tested with additional

data from other locations. Sequence stratigraphy data from the Russian platform agree well

with the NJ record (Sahagian and Jones, 1993), although the Russian platform data are only

for the Late Cretaceous and earlier. When applied to the late Pleistocene (130 � 10 ka), the

sequence stratigraphy sea level record from NJ compares well against other sea level proxies,

such as fossil corals (Wright et al., 2009). Additional sequence stratigraphy records are being

assembled from expeditions to Australia and New Zealand, and this should provide further

tests for the NJ record (Kominz et al., 2008; John et al., 2011). Results from the northeastern

Australian margin show large amplitude sea level changes in the Miocene, with events at 14.7
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Ma and 13.9 Ma showing a larger sea level change than is evident in the NJ record (John et al.,

2011). A recent record from southeast Australia provides an independent sea level record for

part of the Oligocene (32� 27 Ma; Gallagher et al., 2012). This record shows some similarities

with the NJ record, although the lack of lowstand deposits in the NJ record limits a direct

comparison. Additional di↵erences between the record of Gallagher et al. (2012) and the NJ

record may be due to di↵erent glacio-isotatic responses due to relative proximities to the East

Antarctic ice sheet (Gallagher et al., 2012).

1.2.2 Temperature Proxies

Proxy methods for calculating palaeo-SSTs include the tetraether index (TEX86) (Wuchter

et al., 2004), the alkenone unsaturation index Uk’
37 (Brassell et al., 1986), and the Mg/Ca

ratio of planktic (surface-dwelling) foraminifera. The Mg/Ca proxy can also be used for benthic

(bottom-dwelling) species of foraminifera to calculate DSTs (Nurnberg et al., 1996). Long-

timescale (107 years) temperature records are currently limited to Mg/Ca records of benthic

foraminifera (Lear et al., 2000; Billups and Schrag, 2003); for intermediate timescales (106

years) there are additional DST records using Mg/Ca and SST records using all of the proxies

mentioned above for multiple regions over a variety of time periods. We do not cover all of the

time periods where intermediate timescale records are available but focus on the EOT as this

is a major period of ice sheet expansion and sea level change.

1.2.2.1 Mg/Ca Temperature Proxy

Magnesium ions (Mg2+) can be incorporated into the calcite (CaCO3) tests of foraminifera,

substituting for calcium; the amount incorporated shows a temperature-dependent relationship

(Nurnberg et al., 1996). Both core top samples and culturing experiments show that the Mg/Ca

ratio of foraminiferal calcite increases with water temperature (Nurnberg et al., 1996; Rosenthal

et al., 1997; Lea et al., 1999; Anand et al., 2003). The Mg/Ca ratios of suitable species of both

benthic and planktic foraminifera can therefore be used as a proxy of DST and SST, respectively.

A potential source of error in the Mg/Ca proxy, which is also relevant to other stable isotope

proxies using foraminifera, is postmortem changes to the geochemical signal (diagenesis) (Savin

and Douglas, 1973; Brown and Elderfield, 1996; Rosenthal et al., 2000; Sexton et al., 2006; Lear,

2007). This source of error can be minimised by carefully selecting well-preserved samples, using

multiple proxies, correcting for known e↵ects, and rejecting samples that are at high risk to
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diagenetic processes (Rosenthal et al., 2000; Rosenthal and Lohmann, 2002; Sexton et al., 2006;

Lear, 2007). Billups and Schrag (2003), however, suggest that perhaps the largest source of

uncertainty in the Mg/Ca palaeo-temperature proxy is due to temporal changes in the seawater

Mg/Ca ratios from changes in Mg2+ and Ca2+ cycling in the oceans, as discussed below.

Because of the residence times of Mg2+ and Ca2+ ions in the oceans of ⇠10 Ma and ⇠1

Ma, respectively, when used on long timescales (107 years), the absolute Mg/Ca temperature

estimates may contain errors (Lear et al., 2000; Billups and Schrag, 2003; Lear, 2007). To

account for this, the Mg/Ca temperature estimates can be corrected for variations in seawater

Mg/Ca (Lear et al., 2000; Lear, 2007; Creech et al., 2010).

Reconstruction of past seawater Mg/Ca can be made through proxy measurements or mass

balance modelling. Lowenstein et al. (2001) reconstructed past seawater Mg/Ca using fluid

inclusions in marine halites. Their data suggest that seawater Mg/Ca has increased over the

past 50 Ma from initial values of 2.5�3.5 mol mol�1 to the present-day value of 5.2 mol mol�1.

This was slightly higher than the reconstructed estimate of ⇠2 mol mol�1 at 50 Ma using fossil

enchinoderms (Dickson, 2002). This lower estimate was supported by an alternative recon-

struction using measurements of CaCO3 veins recovered from oceanic crust. These estimates

suggest seawater Mg/Ca was relatively constant prior to 24 Ma at 1.5 � 2.5 mol mol�1 before

increasing toward the modern value (Coggon et al., 2010). Mass balance modelled estimates

of past seawater Mg/Ca vary, with one model suggesting that ratios increased approximately

linearly from a relatively high value of 3.85 mol mol�1 at 50 Ma (Wilkinson and Algeo, 1989).

To account for this variability, the Mg/Ca palaeo-temperatures can be calculated using these

di↵erent seawater Mg/Ca scenarios (Lear, 2007).

Creech et al. (2010) looked at multiple SST proxies in the early Eocene, including Mg/Ca and

TEX86. They used various seawater Mg/Ca scenarios and suggested a lower limit for seawater

Mg/Ca of ⇠2 mol mol�1 in the early Eocene (with preferred scenarios ranging from 2.24� 3.35

mol mol�1 in order to reconcile the Mg/Ca SSTs with TEX86 SSTs (Creech et al., 2010)).

Because of these uncertainties regarding the past seawater concentration of Mg/Ca, absolute

Mg/Ca temperatures on long timescales (107 years) should be interpreted with caution (Billups

and Schrag, 2003; Lear, 2007). The Mg/Ca proxy is much more reliable when looking at relative

Mg/Ca temperature changes over shorter (106 years) intervals (Lear, 2007).

Lear et al. (2000) created a DST record from Mg/Ca ratios of benthic foraminifera from

four sites. This provided a record of DSTs over the past 50 Ma, with an age resolution of ⇠1
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Ma. Lear (2007) calculated a window of DST estimates, based on the data of Lear et al. (2000)

(shown in Figure 1.4), using seawater Mg/Ca varying from 1.5 mol mol�1 to 5.2 mol mol�1 at

50 Ma, which then linearly increases to present day. The modelled seawater Mg/Ca estimate of

Wilkinson and Algeo (1989) produces Eocene DSTs that are in closest agreement with oxygen

isotope records assuming an ice-free world, although this benthic �18O temperature estimate

also contains an associated error due to uncertainties in estimating the �18O of seawater for an

ice-free world.

Evans and Müller (2012) recently suggested an additional source of uncertainty which also

explains why using the modelled Mg/Ca seawater estimate of Wilkinson and Algeo (1989)

produces a close agreement with the oxygen isotope records, despite the Wilkinson and Algeo

(1989) Mg/Ca seawater ratio being higher than all of the independent reconstructions listed

above. The correction for changes in the seawater Mg/Ca ratio discussed above assumes a

linear relationship between the Mg/Ca ratio of the calcite test and seawater Mg/Ca (e.g. Lear,

2007). More recent culturing studies have suggested that this relationship is better described by

a power law (Hasiuk and Lohmann, 2010; Evans and Müller, 2012). Evans and Müller (2012)

suggest that two incorrect assumptions, namely a relatively high value for the Mg/Ca ratio of

seawater at 50 Ma and a linear relationship between Mg/Ca of calcite and Mg/Ca of seawater,

e↵ectively cancel out to provide a reasonable agreement with the temperature estimates from

the oxygen isotope record assuming an ice-free world. More culturing studies are required to

provide a more accurate calibration between Mg/Ca of calcite and Mg/Ca of seawater (Evans

and Müller, 2012).

Since the early work of Lear et al. (2000), there have been numerous higher-resolution benthic

Mg/Ca records published, spanning various portions of the Cenozoic. For example, Billups and

Schrag (2003) used the Mg/Ca proxy to obtain DST records over the past 50 Ma from Ocean

Drilling Program (ODP) Sites 757 and 689. Additional palaeogene (65.5 � 23 Ma) Mg/Ca

records include those from Pacific ODP Sites 1218 and 1209 (Lear et al., 2004; Dutton et al.,

2005; Dawber and Tripati, 2011), and additional Neogene (23� 0.05 Ma) records include those

from ODP Sites 761 and 1171 (Shevenell et al., 2008; Lear et al., 2010).

1.2.2.2 Surface Temperature Proxies: TEX86 and Uk’
37

Alkenones are highly resistant compounds found in sediments from all of the ocean basins

and preserved in sediments spanning back to the Eocene and even earlier (Boon et al., 1978;
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Marlowe et al., 1990; Muller et al., 1998). They are synthesized by a very limited number

of species of phytoplankton, such as the widespread Emiliania huxleyi in the modern ocean

(Volkman et al., 1980; Marlowe et al., 1990). The reason alkenones are synthesized by these

species of phytoplankton remains unknown (Conte et al., 1998; Herbert, 2003). The degree of

unsaturation in the alkenone molecules, i.e., the number of double bonds, correlates with the

temperature at synthesis (Marlowe, 1984). The degree of alkenone unsaturation was used in

a pioneering study to show late Pleistocene climate cycles (Brassell et al., 1986). A simplified

alkenone unsaturation index (Uk’
37) was developed as a measure of the degree of alkenone

unsaturation and then calibrated to temperature, from laboratory culturing studies and core

top analysis (Prahl and Wakeham, 1987; Sikes et al., 1991; Muller et al., 1998). The index can

be used for temperatures ranging from ⇠1�28 �C, meaning that it cannot be used for extremely

cool or warm regions and climates (Herbert, 2003). As alkenones are well preserved in ocean

sediments, the alkenone unsaturation index is a useful proxy for past SST, although we note

that high temperatures at low latitudes might be particularly challenging (Brassell et al., 1986;

Prahl and Wakeham, 1987; Muller et al., 1998; Liu et al., 2009; Herbert et al., 2010).

The modern producers of alkenones have evolved relatively recently. For example, the species

E. huxleyi evolved in the late Pleistocene, although alkenones are found in much older sediments

(Marlowe et al., 1990). This has implications for using the Uk’
37 index further back in time, as

the index is calibrated against alkenone samples produced by modern species of phytoplankton

(Herbert, 2003). A morphologic study suggested that modern alkenone producers share a com-

mon evolutionary pathway, evolving from, or belonging to, the same family, Gephyrocapsaceae,

dating back to at least the Eocene, ⇠45 Ma. The relationship between producers of alkenones

in even older sediments, from the Cretaceous, and modern species is less well understood (Mar-

lowe et al., 1990). Furthermore, the form of alkenones found in these older sediments di↵ers

from modern alkenones (Herbert, 2003). The Uk’
37 index has been used to estimate SST for

the Eocene (Bijl et al., 2010), although it is unlikely that the index would remain valid on even

older sediments (Herbert, 2003).

In addition to temperature, the degree of alkenone unsaturation also shows sensitivity to

other factors, such as light (Prahl et al., 2003). Modern producers of alkenones live at various

depths in the photic zone, and alkenones produced at greater depths could generate Uk’
37

temperatures cooler than the annual mean SST (Prahl et al., 2001). Additionally, the production

rate of alkenones varies over an annual cycle, typically peaking in the spring or summer months,

meaning that temperatures may not represent the mean annual temperature but may be slightly
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biased to warmer months (Prahl et al., 1993; Sprengel et al., 2000). This seasonal bias generally

increases with increasing latitude (Sikes et al., 1997; Ternois et al., 1998; Herbert, 2003; Sikes

et al., 2009). The potential impacts of these external factors have been studied in detail through

culturing studies, performing core top analysis, and using sediment traps (Herbert, 2003).

More recently, another organic palaeothermometer has been developed, based on the compo-

sition of the membrane lipids of Thaumarchaeota (formerly classed as Crenarchaeota; Brochier-

Armanet et al., 2008), a group of single celled microorganisms. One group of membrane lipids

biosynthesized by Thaumarchaeota are glycerol dialkyl glycerol tetraethers (GDGTs; Schouten

et al., 2002). The number of cyclopentane rings in the GDGTs shows a strong correlation

with temperature at synthesis (Schouten et al., 2002; Wuchter et al., 2004). It is thought that

Thaumarchaeota can change the relative amounts of the di↵erent GDGTs (containing di↵erent

numbers of cyclopentane rings) in their membranes, to allow changes to the membrane lipid

fluidity, in response to changing temperature (Sinninghe Damsté et al., 2002). The TEX86

index was developed as a measure of the relation between the distribution of GDGTs and the

temperature at synthesis (Schouten et al., 2002; Wuchter et al., 2004). The calibration has been

further refined, although there is still debate as to what calibration is most appropriate, espe-

cially at extremely high (>30 �C) and low (<5 �C) temperatures (Kim et al., 2008; Liu et al.,

2009; Kim et al., 2010). The main advantages that the TEX86 proxy has over the Uk’
37 proxy

are that it can be used for higher temperatures than Uk’
37 and can be used further back in time,

when low alkenone concentrations and uncertainties over the evolution of alkenone producers

limit the use of the Uk’
37 proxy.

Although the TEX86 proxy has some advantages over the Uk’
37 proxy, it also has signif-

icant weaknesses. Thaumarchaeota are not restricted to the photic zone but are distributed

throughout the ocean depths (Karner et al., 2001). Therefore, it seems unusual that the TEX86

index shows such a strong correlation with SST (Huguet et al., 2006). The cells of Thaumar-

chaeota are too small to sink to the ocean floor postmortem; therefore, the TEX86 signal must

be transported to the ocean sediments in another way. A likely mechanism is that Thaumar-

chaeota are consumed and the TEX86 signal is incorporated into marine snow. As most food

webs are active in the upper ocean, this would also explain why TEX86 is well correlated with

SST (Wuchter et al., 2005, 2006; Huguet et al., 2006). Support for this interpretation comes

from sediment traps set up at di↵erent depths, with measurements from deeper sediment traps

reflecting SST rather than the ambient ocean temperature (Wuchter et al., 2005, 2006). A core

top calibration using samples from multiple regions and ocean depths suggested that the TEX86
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signal is strongly coupled to mixed layer temperatures, at depths of 0�30 m (Kim et al., 2008).

However, another study suggested TEX86 temperatures cooler than actual SST, implying that

for certain regions the TEX86 signal might originate in the subsurface (Huguet et al., 2007).

Potential seasonal biases a↵ect the TEX86 proxy as well as the Uk’
37 proxy. Sediment trap

studies suggest that the peak concentration of GDGTs occurs in the winter and spring months

(Wuchter et al., 2005), but when the TEX86 index is applied in sediment trap and core top

studies the signal appears to be predominantly an annual mean (Wuchter et al., 2005; Kim

et al., 2008). Both TEX86 and Uk’
37 may be subject to alteration due to diagenesis (Huguet

et al., 2009) and contamination from secondary inputs (Thomsen et al., 1998; Weaver et al.,

1999; Weijers et al., 2006), although the diagenetic pathways di↵er (Liu et al., 2009). Alkenones

can be transported laterally and can also be recycled from sediments, placing fossil alkenones

or alkenones synthesised in di↵erent environments onto core tops and potentially biasing Uk’
37

temperature estimates (Thomsen et al., 1998; Weaver et al., 1999). GDGTs are also found in

soils and can be transported to ocean basins by rivers, potentially a↵ecting the TEX86 proxy

for sites near river outflow (Weijers et al., 2006). To improve SST estimates and to reduce

the impact of secondary e↵ects on temperature signals, it is desirable to use multiple proxies

whenever possible (Liu et al., 2009).

1.2.2.3 Temperature time series

Figure 1.4 shows di↵erent temperature records generated using the proxies discussed above,

including the Mg/Ca DST record of Lear et al. (2000) and high- and low-latitude SST records

for the EOT (Lear et al., 2008; Liu et al., 2009). Although existing Mg/Ca DST records show

a net cooling throughout the Eocene, at face value they show either no significant cooling or

even warming at the EOT (Lear et al., 2000; Billups and Schrag, 2003; Lear et al., 2004; Peck

et al., 2010; Pusz et al., 2011). This is not consistent with the cooling that might be expected

during a period of rapid ice growth (Coxall and Pearson, 2007). The lack of cooling in the

Mg/Ca records at the EOT initially led to the hypothesis that the majority of the oxygen

isotope �18O shift at the EOT is due to an increase in ice mass (Lear et al., 2000) (also see

Section 1.2.3 on �18O). This would necessitate the growth of a greater ice mass than could

be accommodated on Antarctica, implying that Northern Hemisphere ice sheets formed much

earlier in the Cenozoic than previously thought (Coxall et al., 2005). Additional evidence for

Northern Hemisphere glaciation (albeit as isolated glaciers) much earlier in the Cenozoic was
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found in ice-rafted debris (IRD) deposits from the Arctic Ocean (Moran et al., 2006) and o↵

the coast of Greenland (Eldrett et al., 2007). However, it has also been shown that Antarctic

land area at the EOT could have been greater than at present, meaning that more of the �18O

increase can be explained by the growth of Antarctic ice in combination with cooling (Wilson and

Luyendyk, 2009). In addition, modelling studies suggest that atmospheric CO2 concentrations

were above the threshold for bipolar glaciation at this time (DeConto et al., 2008).

More recently, the lack of apparent cooling witnessed in the deep-sea EOTMg/Ca records has

been attributed to secondary e↵ects in the Mg/Ca proxy related to the synchronous deepening

of the calcite compensation depth (CCD) (Lear et al., 2004; Coxall et al., 2005). In addition

to the dominant control on Mg/Ca ratios recorded in foraminifera, changes in temperature, the

ratio is also a↵ected by the degree of carbonate saturation of seawater (Martin et al., 2002).

This secondary control could become significant during large changes in carbonate saturation,

such as the lowering of the CCD at the EOT (Lear et al., 2004).

Support for this hypothesis is found from Mg/Ca data from a shallow water site well above

the palaeo-CCD, which show a ⇠2.5 �C cooling across the EOT (shown inset in Figure 1.4;

Lear et al., 2008). Additional evidence for this explanation is found in other deep-sea, surface,

and terrestrial temperature proxies that also show a cooling across the EOT (Dupont-Nivet

et al., 2007; Zanazzi et al., 2007; Katz et al., 2008; Liu et al., 2009; Eldrett et al., 2009). Liu

et al. (2009) undertook a modelling study based on their surface temperature results in order

to estimate deep-sea cooling. The model was able to reproduce the observed high-latitude

surface cooling (⇠5 �C), and their model generated a deep-sea cooling of ⇠4 �C across the

EOT. This deep-sea cooling could be even greater as Liu et al. (2009) suggest their (⇠5 �C)

high-latitude surface cooling may be a low estimate. Recent work attempting to correct for

the simultaneous influence of changing seawater saturation state on the EOT deep-sea Mg/Ca

records implies a deep-sea cooling on the order of 1.5 �C, although this estimate will likely be

refined as understanding of trace metal proxies advances (Lear et al., 2010; Pusz et al., 2011).

This 1.5 �C of deep-sea cooling across the EOT is considerably less than the modelled deep-sea

cooling suggested by Liu et al. (2009).

Although the modelling study of DeConto et al. (2008) did not support bipolar glaciation at

the EOT, it did suggest that, based on the proxy CO2 records of Pearson and Palmer (2000) and

Pagani et al. (2005), the CO2 threshold for bipolar glaciation was crossed ⇠25 Ma, meaning that

ephemeral Northern Hemisphere ice sheets may have been present much earlier than previously
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Figure 1.4: Temperature time series for both deep-sea and surface temperatures. (a) Both deep-sea tem-

perature from Mg/Ca of benthic foraminifera (Lear et al., 2000) (black lines) and Northern Hemisphere

surface temperature from observation-constrained forward modelling (de Boer et al., 2010) (red dashed

line). de Boer et al. (2010) temperature is scaled so that it can be read on both axes using the deep-sea

to Northern Hemisphere surface temperature parameter of de Boer et al. (2010). The error envelope for

Lear et al. (2000) data is for di↵erent seawater Mg/Ca scenarios from a constant scenario (low esti-

mate) to a linearly increasing seawater Mg/Ca concentration from a value of 1.5 mol mol�1 at 50 Ma

(high estimate) to present day. The thick line is the best estimate scenario of Lear et al. (2000) for a

seawater Mg/Ca value at 50 Ma of 3.85 mol mol�1 linearly increasing to present. (b) EOT low-latitude

sea surface temperature from Mg/Ca of planktic foraminifera from Tanzania (Lear et al., 2008), shown

here as an anomaly relative to a modern SST value of 27.1�C, taken from the coast immediately to the

east of the core site. (c) EOT high-latitude Southern Hemisphere sea surface temperature, from TEX86

(green dots) and Uk’
37 (yellow dots). Data are shown as an anomaly relative the modern SST for the

palaeo-location of each site (Liu et al., 2009, supplementary information); this di↵ers from the work by

Liu et al. (2009), where the data are presented as an anomaly relative to the pre-EOT mean for each site

and includes additional Northern Hemisphere high-latitude sites. The best fit is calculated using a local

weighted regression, with a weighting of 15%.
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thought. This potentially means that some of the sea level variations during the Miocene could

be explained by changes in Northern Hemisphere ice mass. However, this is not consistent

with the modelling work of de Boer et al. (2010, 2012a), who suggested that the threshold for

Northern Hemisphere glaciation was not reached in this period and that sea level variation in

the Miocene was caused by the Antarctic ice sheets.

The high-latitude SST record of Liu et al. (2009) is shown in Figure 1.4. The cooling shown

in Figure 1.4 at the EOT is greater than the ⇠5 �C of cooling suggested by Liu et al. (2009) in

their original analysis. Liu et al. (2009) presented the data as a temperature anomaly relative to

the mean temperature for each site prior to the EOT. The data are shown here as a temperature

anomaly relative to modern temperatures at the palaeo-location for the respective sites (Liu

et al., 2009, supplementary information). Only Southern Hemisphere sites are included to allow

comparison with Pleistocene Southern Hemisphere data in the later analysis.

The surface temperature records in Figure 1.4 show pre-EOT temperatures significantly

warmer than present in the Southern Hemisphere high latitudes and temperatures only a few

degrees warmer in the low latitudes. This reduced latitudinal temperature gradient (which is

even more pronounced in the early Eocene (Bijl et al., 2009)) presents a paradox: to explain

the very warm temperatures in the high latitudes suggests increased heat transport from the

equator to the poles; however, the reduced temperature gradient evident from data implies a

reduced transport of heat from the equator to the poles (Huber, 2008). A full exploration of this

paradox is beyond the scope of this thesis, but it should be noted that this reduced latitudinal

temperature gradient in the Eocene remains a significant area of disagreement between data

and climate models (Hollis et al., 2009; Lunt et al., 2012).

The Lear et al. (2000) DST record shows little temperature variation during the early

Miocene, before a gradual cooling at ⇠15 Ma that continues into the Pliocene. This is partly

because the resolution of this record is particularly low in the Miocene and is unable to pick out

the DST variations observed in higher-resolution Mg/Ca records (Shevenell et al., 2008; Lear

et al., 2010). Other palaeoclimate proxies, notably the �18O record from benthic foraminifera

(see 1.2.3), suggest deep-sea warming and/or a decrease in ice volume into the Miocene fol-

lowed by deep-sea cooling and/or an increase in ice volume from the middle to late Miocene

(Zachos et al., 2008). Regional terrestrial palaeoclimate proxies also show a return to a warmer

climate in the middle Miocene followed by cooling in the late Miocene (Utescher et al., 2007,

2009, 2011). A prominent example of the e↵ect of terrestrial warming into the Miocene is the
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change in distribution of crocodilians, which after being restricted to the lower latitudes during

the Oligocene, returned to higher latitudes of North America in the Miocene. On the basis

of modern climate distributions of crocodilians, the fossil crocodilian record suggests terres-

trial warming in the Miocene following on from a cooler period in the Oligocene (Markwick,

1998). Modelling studies, although not fully consistent with proxy data, have also simulated the

warmth of the middle Miocene followed by cooling to the late Miocene (Micheels et al., 2007;

You et al., 2009).

The temporal resolution of the Lear et al. (2000) data set is also too low to resolve the

glacial-interglacial cycles of the Quaternary. In the next chapter we will focus on the data set

of Lear et al. (2000) for the period 50 � 10 Ma because of its long duration and as it appears

to pick out the broad DST variations of the Cenozoic, although we acknowledge the limitations

of this low-resolution multisite data set. Although the Lear et al. (2000) record does not show

a pronounced cooling at the EOT, it does not show a warming as the Billups and Schrag

(2003) record does, which subsequent records suggest is unlikely (Dupont-Nivet et al., 2007;

Zanazzi et al., 2007; Lear et al., 2008; Liu et al., 2009; Lear et al., 2010). Additionally, the

Billups and Schrag (2003) data from the Indian Ocean (ODP 757) show little DST variation

from the Miocene onward and generates unrealistically high DSTs for the Plio-Pleistocene. We

supplement our analysis with the higher-resolution SST data sets (Lear et al., 2008; Liu et al.,

2009) across the EOT.

1.2.2.4 Deep-sea to surface temperature gradient

Surface temperature changes reach the deep sea primarily at regions of deep-water formation,

which is predominantly in the high-latitude regions (Zachos et al., 2001a). DST records are

therefore suited to a review of the relationship between temperature and sea level as DST is

strongly coupled to the surface climate at regions of ice formation. However, the coupling

between the deep sea and the surface may not have remained constant through time. As

previously discussed, there is a significant discrepancy between the DST records, based on

Mg/Ca, and the surface records of temperature across the EOT due to secondary e↵ects (Lear

et al., 2000, 2004; Liu et al., 2009; Eldrett et al., 2009). In addition, changes in ocean circulation

and stratification over the past 50 Ma may have a↵ected the deep-sea to surface temperature

gradient and may explain some of the changes in DST (Cramer et al., 2009; Katz et al., 2011).

The Drake Passage opened and then gradually widened and deepened in the middle Eocene
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through the Oligocene as South America separated from Antarctica (Kennett, 1977; Nong et al.,

2000; Scher and Martin, 2009). This opening, in addition to the opening of the Tasman gateway

between Antarctica and Australia in the late Eocene to early Oligocene, led to the development

of the Antarctic Circumpolar Current (ACC). Modelling studies suggest that the development

of the ACC caused a reorganisation of ocean currents, leading to a warming of ⇠3� 4 �C of the

high-latitude Northern Hemisphere surface waters and a cooling of a similar magnitude in the

high-latitude Southern Hemisphere surface waters (Toggweiler and Bjornsson, 2000; Nong et al.,

2000; Najjar, 2002). These model results suggest that the deep sea also cooled by ⇠2 � 3 �C,

a slightly lower magnitude than the surface southern high latitudes (Nong et al., 2000; Najjar,

2002).

It is possible that feedbacks from the formation of a continental sized East Antarctic Ice

Sheet (EAIS) across the EOT generated regional cooling and enhanced sea ice cover (DeConto

et al., 2007). If this enhanced cooling were transmitted to the deep sea, this could explain why

the �18O shift across the EOT is greater in deep-sea records than low-latitude surface records

(Pearson et al., 2008; Lear et al., 2008). This change in ocean currents due to the opening of

gateways, and potentially the regional cooling due to the formation of the EAIS and enhanced

sea ice cover, may have changed the surface to DST gradient. However, the coupling between

the deep sea and the surface is still strongest with the regions of major ice formation during the

study period, the high-latitude Southern Hemisphere. The ocean restructuring that occurred

during this period may also have generated inter-basinal divergence (Cramer et al., 2009; Katz

et al., 2011), which is discussed in more detail in Section 1.2.3 and has potential implications for

multi-basin composite proxy records such as the deep-sea Mg/Ca record of Lear et al. (2000).

1.2.3 Benthic Oxygen Isotopes and Ice Volume

The oxygen isotope composition of foraminiferal calcite provides a record of climate changes

throughout the Cenozoic. The three stable isotopes of oxygen, 16O, 17O, and 18O, have natural

abundances of 99.76 %, 0.04 %, and 0.20 %, respectively (Rohling and Cooke, 1999). The

ratio of 18O to 16O is generally the more useful for climate research because of the higher

natural abundance of 18O compared to 17O and the greater mass di↵erence between 18O and the

predominant 16O. A sample is analysed using a mass spectrometer and conventionally presented

using delta (�) notation relative to an international standard, which is also analysed (Rohling

and Cooke, 1999). During evaporation of water from the ocean, fractionation occurs because
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Figure 1.5: Stack of benthic foraminifera �18O data, showing Zachos et al. (2001a) stack (light blue) and

updated Zachos et al. (2008) stack with more data (red line and black dots). The additional data remove

the artefact of a rapid decrease in benthic �18O toward the end of the Oligocene in Zachos et al. (2001a)

compilation. Raw data (black points) are smoothed with a 5-point running mean, as per Zachos et al.

(2001a), and curves are calculated using the smoothed data with an additional centre-weighted running

mean with a constant window size of ±0.2 Ma.

of preferential evaporation of the lighter 16O isotope. Therefore, freshwater removed from

oceans by evaporation has a low 18O / 16O ratio relative to the source seawater. Fractionation

also occurs during condensation, with the heavier 18O isotope preferentially condensed. As

atmospheric vapour is transported away from its source region, condensation during transport

means the remaining vapour becomes more and more depleted in 18O. Rainout from atmospheric

vapour that has been transported a long way, i.e., from the low to high latitudes, will be very

depleted in 18O (Dansgaard, 1964). The buildup of ice sheets from isotopically light (depleted

in 18O) precipitation, and subsequent storage of 16O in ice sheets, causes the oceans to become

enriched in 18O. The �18O values of seawater are therefore a↵ected by storage of the lighter 16O

isotope in ice sheets (Shackleton, 1967). In addition to this ice volume component, temperature-

dependent fractionation occurs when the oxygen isotopes are incorporated into calcite tests of

foraminifera (Urey, 1947). Increases in benthic foraminiferal �18O suggest deep-sea cooling and

increased ice storage on land (Zachos et al., 2001a).

Benthic foraminiferal �18O data from multiple sites have been compiled to create �18O stacks
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(Miller et al., 1987; Zachos et al., 2001a; Lisiecki and Raymo, 2005; Zachos et al., 2008). The

compilation of Zachos et al. (2008) is shown in Figure 1.5. Starting in the early Eocene, Figure

1.5 shows a broad increase in benthic �18O throughout the Eocene with a rapid but brief reversal

in the �18O trend at ⇠40 Ma, a period known as the Middle Eocene Climatic Optimum (MECO;

Zachos et al., 2008). A significant transition at the EOT is seen as an abrupt increase in benthic

�18O of ⇠1.5 ‰, due to ice growth and/or declining DST (Zachos et al., 2008; Liu et al., 2009).

The most established view of the evolution of Cenozoic ice sheets places the first inception of a

continent sized ice sheet on Antarctica at the EOT (Zachos et al., 2001a). In older compilations

there was a rapid benthic �18O decrease during the late Oligocene (⇠1.0 ‰), which had been

interpreted as being due to warming and significant ice loss (Miller et al., 1987; Zachos et al.,

2001a). More recent records suggest instead that this rapid decrease in benthic �18O was an

artefact caused by data being combined from regions with contrasting thermal histories (Pekar

and DeConto, 2006). A later compilation with data from more regions removes this artefact

(Zachos et al., 2008). The benthic �18O values remain relatively stable throughout the early

Miocene before continuing to increase after the Middle Miocene Climatic Optimum (MMCO)

across the middle Miocene climate transition (⇠14 Ma; Zachos et al., 2008).

Although a climate trend can be interpreted from the raw benthic �18O data, separating

the signal into a quantitative record of ice volume or DST, until recently, has required an

independent record of one of the components from which the other can then be calculated (Lear

et al., 2000; Waelbroeck et al., 2002). However, this leads to the errors in the independent DST

or ice volume record being translated to the calculated component. Alternatively, the relative

contributions from these components can be estimated using ice sheet models constrained by the

�18O observational data that solve changes in the ice volume and change in DST simultaneously

(de Boer et al., 2010). In principle, the �18O data can also be used as a test for independent sea

level and DST data, which can be combined to create a synthetic �18O record using a simple

calibration (see Section 2.2.3).

The benthic �18O record is also susceptible to the changes in ocean circulation discussed

previously, which occurred during the Eocene and Oligocene with the opening of ocean gate-

ways. Cramer et al. (2009) created a new benthic �18O compilation separated by ocean basin, in

contrast to the Zachos et al. (2001a, 2008) multi-basin compilation. This showed inter-basinal

homogeneity from ⇠65 Ma to ⇠35 Ma shifting to heterogeneity from ⇠35 Ma to present. This

was attributed to the development of the ACC and ocean current reorganisation at the EOT

(Cramer et al., 2009). Katz et al. (2011) suggest that the modern four layer ocean structure
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also developed in the early Oligocene because of the development of the ACC. Inter-basinal het-

erogeneity is clearly a potential source of uncertainty in multi-basin palaeoclimate compilations

(Lear et al., 2000; Zachos et al., 2008) and brings into question how representative multi-basin

compilations are of the global climate (Cramer et al., 2009).

1.3 Modelling

Modelling approaches to estimating Cenozoic ice volume and temperature can be broadly di-

vided into physics based approximations using general circulation models (GCMs) and ice sheet

models (Huybrechts, 1993; DeConto and Pollard, 2003a) and observation-constrained modelling,

which also uses ice sheet models (Bintanja et al., 2005a; de Boer et al., 2010).

1.3.1 Observation-constrained forward modelling

As the �18O record is a mixed climate signal, an alternative method of separating the components

of the �18O signal has been developed, which uses ice sheet models constrained by the input

�18O data (Bintanja et al., 2005a,b; de Boer et al., 2010). In summary, this approach uses

1-D models (and 3-D models for 3� 0 Ma) of the North American, Eurasian, Greenland, West

Antarctic, and East Antarctic ice sheets in a routine that is forced to follow the input benthic

�18O observational data. The work of de Boer et al. (2010) is based on earlier work by Bintanja

et al. (2005a,b) but extended over the past 40 Ma. This method creates modelled estimates of

Northern Hemisphere surface temperature, DST, ice volume, sea level, and benthic �18O . The

Northern Hemisphere surface temperature and sea level data are shown in Figures 1.3 and 1.4,

and the Northern Hemisphere surface temperature and sea level data are plotted against each

other in Figure 1.6.

de Boer et al. (2010) use ice sheet models to calculate the separate ice volume and DST

components of the benthic �18O signal. For each time step, the ice sheet models require a

temperature anomaly as input. The temperature anomaly is calculated from the di↵erence

between the modelled �18O (�18O
b

) at the current time step and the observed �18O (�18O
obs

)

100 years later (the inverse routine). This �18O anomaly over the 100 year interval is converted

to a Northern Hemisphere temperature anomaly using a Northern Hemisphere temperature to

benthic �18O response parameter. An assumption of this approach is that Northern Hemisphere

temperature is the predominant control on the benthic �18O record through its coupling with
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Figure 1.6: de Boer et al. (2010) observation-constrained forward modelled sea level and Northern Hemi-

sphere surface air temperature. Solid line is smoothed using a centre-weighted running mean with a

window size of ±0.05 �C. Error bars are calculated as 2 standard deviations of the data range ±0.25 �C

of each data point.

DST and forcing of ice growth. With this input, the ice sheet models can calculate a new ice

volume, DST, and �18O
b

signal for the next 100 years. The inverse routine is optimised to min-

imise the di↵erence between the modelled and observed �18O signals and to satisfy independent

climate constraints (Bintanja et al., 2005a,b; de Boer et al., 2010).

The inverse routine is sensitive to multiple parameters that can be tuned to satisfy inde-

pendent sea level and temperature data. Northern Hemisphere temperatures are translated

to DSTs using a response parameter. Northern Hemisphere temperatures are averaged over

3 ka to take into account the slow response of the oceans to atmospheric temperature change

(Bintanja et al., 2005a). To represent changes in the Greenland and Antarctic ice sheets, the

Northern Hemisphere temperature is linearly related to these regions by taking into account

the di↵erent geographical location and altitude of these ice sheets. A sensitivity test suggested

that changing these parameters can a↵ect the long-term (35 � 3 Ma) sea level and Northern

Hemisphere temperature averages by ⇠6 m and ⇠2 �C, respectively. de Boer et al. (2010) select

optimum values of these parameters based on agreement with the tuning parameters, such as

LGM sea level ⇠120 m lower than present (Rohling et al., 2009) and a sea level fall of ⇠40 m

in the earliest Oligocene (DeConto and Pollard, 2003a).
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The study by de Boer et al. (2010) uses 1-D ice sheet models. This method has also been

applied using a 3-D model over the past 3 Ma (Bintanja and van De Wal, 2008; de Boer et al.,

2012b), and the 1-D results are similar over this period (de Boer et al., 2010). Equilibrium

studies using both 1-D and 3-D models over North America suggest that the oversimplified

geometry in the 1-D model means that hysteresis e↵ects seen in the 3-D results are not replicated

(Wilschut et al., 2006). Indeed, de Boer et al. (2010) suggested that the use of 3-D models was

possible scope for a future study. The hysteresis in the study of Wilschut et al. (2006) using 3-D

models means that a certain temperature can be related to several sea level stands depending

on the evolution of the system over time.

de Boer et al. (2010, 2012a) explore the relationship between sea level and Northern Hemi-

sphere surface temperature in their observation-constrained model results; this is reproduced in

Figure 1.6 for Northern Hemisphere surface temperature against sea level. Clearly present in

their results are the broad climate states of the past 35 Ma, going from unglaciated conditions

to partial glaciation with an East Antarctic Ice Sheet, transitioning to interglacial conditions

with the additional growth of the Greenland Ice Sheet and the West Antarctic Ice Sheet (WAIS)

and finally, glacial conditions with additional Northern Hemisphere ice sheets (de Boer et al.,

2012a). Their results suggest that the relationship between sea level and temperature (both

deep sea and Northern Hemisphere surface) has not remained constant (i.e., linear) over the

past 35 Ma. Sea level appears less sensitive to temperature for sea levels approximately between

-2 and +12 m relative to present (see Figure 1.6). This suggests that interglacial periods, when

sea level is similar to present, are relatively stable in the context of variation over the past 35

Ma (de Boer et al., 2010). This is seen in the relative contributions to the �18O signal from

DST and ice volume. From the middle Miocene (13 � 12 Ma) until ⇠3 Ma, when sea level in

the reconstruction of de Boer et al. (2010) is ⇠10 m above present, the dominant contribution

is from DST, with very little contribution from changing ice volume. It is likely that the lack

of ice volume contribution is due to the EAIS being bound by the limits of the continent and

Northern Hemisphere temperatures being above the threshold for widespread Northern Hemi-

sphere glaciation. For temperatures warmer than present, the relationship between Northern

Hemisphere surface temperature and sea level (and also DST and sea level, not shown here)

shows a single-stepped, sigmoidal form (see Figure 1.6; de Boer et al., 2010).

As this modelling approach is based on the global compilation of benthic �18O data, it is also

susceptible to potential errors from inter-basinal divergence, discussed in the work by Cramer

et al. (2009). This modelling approach also assumes a constant deep-sea to surface temperature
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ratio (de Boer et al., 2010); for reasons previously discussed, the deep-sea to surface temperature

gradient may have changed on this long time-scale (Nong et al., 2000; Najjar, 2002), and this

may be a potential source of error in the results of de Boer et al. (2010).

1.3.2 GCM-ice sheet modelling

There are various methods of modelling past ice volume using GCMs and ice sheet models

(Pollard, 2010). This thesis is interested in how ice sheets have evolved in response to changes

in temperature forcing and therefore will focus on modelling studies with transient forcing

rather than time slice studies. Ice sheet models can be coupled with general circulation models

to simulate long-term climate changes, with approximate feedbacks between the ice and climate

systems. Although a full coupling between a GCM and an ice sheet model would be desirable,

for multimillion year integrations this is currently not feasible given the high computational

expense of running GCMs (e.g. Blatter et al., 2011). Because of the discrepancy between the

time taken for the climate system to approach equilibrium and for ice sheets to reach equilibrium,

an asynchronous coupling can be used (DeConto and Pollard, 2003a,b). The climate system can

be perturbed by slowly changing the atmospheric CO2 concentration with the climate system

in quasi-equilibrium and the ice sheets slowly varying because of astronomical and greenhouse

gas forcing (Pollard and DeConto, 2005).

DeConto and Pollard (2003a,b) used an asynchronous method to study the thresholds for

inception of the EAIS at the EOT. Their method is split into two stages: (1) The GCM is used

to provide extrapolated forcings for a much longer ice sheet simulation for di↵erent astronomical

configurations and CO2 concentrations. An initial GCM run provides a mass balance for a 10

ka ice sheet simulation. At the end of the ice sheet run, and at subsequent 10 ka intervals, the

GCM is run again with the updated ice sheet extent and a new astronomical configuration. The

ice sheet model provides feedback over each 10 ka interval because of albedo and topography

changes. The astronomical configurations are idealised representations of changes in the Earth’s

orbit and obliquity. This is completed for atmospheric CO2 concentrations of 560 and 840 ppmv

(2 ⇥ and 3 ⇥ preindustrial CO2). The GCM data are stored for the next stage (Pollard and

DeConto, 2005). (2) In this stage, a 10 Ma ice sheet model simulation is completed. This is

updated every 200 years with a new mass balance calculated using linear extrapolation of the

GCM data. This creates an approximation of astronomical cycles at a high temporal resolution.

The extrapolation includes a linearly declining CO2 concentration. The calculations take into
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account the logarithmic e↵ect of CO2 forcing on temperature change via radiation theory. The

mass balance calculations correct for changing elevation due to changes in the size of the ice

sheet, so height-mass balance feedback is represented. Albedo feedbacks on timescales longer

than the first integration (10 ka) are not represented (Pollard and DeConto, 2005). This method

can be modified to investigate the e↵ect of ocean gateways being opened or closed, the e↵ect of

mountain uplift, and the e↵ect of astronomical variations (DeConto and Pollard, 2003a; Pollard

and DeConto, 2005).

Modelling studies of the forcings required to form an ice sheet on Antarctica suggest that

ice growth responds non-linearly to changing temperature (Oerlemans, 2004). This nonlinearity

is caused by feedbacks such as heightmass balance feedback (the additional cooling caused by

the temperature gradient in the atmosphere as an ice sheet grows vertically), precipitation

feedback, and ice-albedo feedback (Oerlemans, 2002; Notz, 2009). The initiation of glaciation

displays a threshold response, with growth starting as the descending snow line intercepts high

topographic regions (Oerlemans, 1982; Pollard, 1982; DeConto and Pollard, 2003a).

In Figure 1.7, the model output from Pollard and DeConto (2005) for the formation and

melting of the East Antarctic Ice Sheet is shown. The original CO2 axis is converted to a

temperature (average global surface) axis using the climate sensitivity of their GCM (2.5 �C per

doubling of CO2; Thompson and Pollard, 1997) and accounting for the logarithmic dependence

of temperature to CO2. The data are reversed on both axes for consistency with the other

figures shown here. Ice volumes are converted to sea levels assuming an ice-free sea level of

64 m above present (Lythe and Vaughan, 2001; Bamber et al., 2001; Lemke et al., 2007) and

adjusting for the change in volume with change in state from ice to seawater. The original CO2

forcing and model time is included but converted to a logarithmic scale.

The results of DeConto and Pollard (2003a,b) show the formation of ice on Antarctica in

multiple stages under various atmospheric CO2 concentrations. With a high atmospheric CO2

concentration of 8 ⇥ pre-industrial CO2 (PIC), equal to 2240 ppmv, ice is limited to mountain

glaciers in the Transantarctic Mountains and Dronning Maud Land. Isolated ice caps first form

in the high-elevation regions of Dronning Maud Land and the Gamburtsev and Transantarctic

Mountains as atmospheric CO2 decreases to 3� 4 ⇥ PIC (840� 1120 ppmv). In the model, as

CO2 falls to ⇠2.7 ⇥ PIC (⇠760 ppmv) a threshold is crossed and height-mass balance feedback

leads to the three isolated ice caps coalescing into a continent sized ice sheet. Although there

are multiple “steps” in their results, there are two major steps marking (1) the transition from
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Figure 1.7: Pollard and DeConto (2005) GCM-ice sheet modelled results, for the East Antarctic Ice Sheet

only (the WAIS is not fully represented). Data are converted to a temperature scale from the original CO2

scale using the climate sensitivity of their model (2.5 �C for a doubling of CO2 (Thompson and Pollard,

1997)) and accounting for the logarithmic relationship between temperature and CO2. The original axes

of Pollard and DeConto (2005) are included but converted to an appropriate logarithmic scale. The ice

volumes of the original figure are converted to sea level assuming ice-free sea level of 64 m above present

(Lemke et al., 2007) and accounting for the change in volume with change in state from ice to seawater.

The high-frequency oscillations in the data in a) are due to idealised Milankovitch astronomical forcing.

no ice to isolated mountain ice caps and (2) the transition to a full ice sheet (see Figure 1.7.A).

The total sea level shift in this two-step model of Pollard and DeConto (2005) is on the order

of 50 m (⇠33 m after accounting for hydroisostasy for comparison with the NJ record (Pekar

et al., 2002)); Figure 1.7 does not include other causes of sea level change, such as thermosteric

sea level change.

A study of forward (inception) and reverse (deglaciation) model runs investigated ice sheet

hysteresis (reproduced in Figure 1.7; Pollard and DeConto, 2005). Starting with no ice, a

descending snow line generates rapid ice mass gains as it meets the mountain regions. Once

a full continental ice sheet has formed, the snow line must rise considerably higher to achieve

negative net mass balance and initiate broad-scale retreat. This is because the steep outer slopes

of the ice sheet and the atmospheric lapse rate require much warmer conditions to produce

enough surface melt area around the margins to overcome the net interior snowfall (which at

present is balanced by Antarctic iceberg and shelf discharge; Oerlemans, 2002; Pollard and
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DeConto, 2005). In the model runs for the EAIS, this hysteresis equates to a di↵erence of

0.5 ⇥ PIC between forward and reverse runs. Although the forward run required atmospheric

CO2 to descend past ⇠2.7 ⇥ PIC for inception to begin, the reverse run required atmospheric

CO2 to rise above ⇠3.2 ⇥ PIC (⇠900 ppmv) for deglaciation to begin. These runs include

astronomical variations; without astronomical variations, the hysteresis is greater. The model

shows formation of ice in a series of steps between multiple quasi-stable states. There is a stable

state just after the formation of ice in mountain regions as further growth is limited by the

extent of the mountain ranges. The snow line has to descend further with additional cooling

before there is additional growth. With the continent fully glaciated, further growth is inhibited

when the ice sheet reaches the coastline (Pollard and DeConto, 2005).

As noted in the work by Pollard and DeConto (2005), the asynchronous coupling method

used for Figure 1.7 poorly represents albedo feedback on longer than astronomical timescales.

Ongoing work with improved coupling schemes suggests that the major no-ice to continental

ice transitions are steeper than in Figure 1.7, and the hysteresis (i.e., di↵erence between CO2

levels of inception and deglaciation) is considerably more pronounced (this is explored in detail

in Chapter 5).

The observation-constrained modelling work of de Boer et al. (2010) displays a single-step

form for temperatures warmer than present, not a two-step form seen in the work of Pollard

and DeConto (2005). The two-stepped hypothesis is based on isolated ice caps initially forming

in mountain regions prior to coalescing into a continental sized ice sheet with further cooling

(Pollard and DeConto, 2005). A possible reason that the work of de Boer et al. (2010) does

not show this form is that the ice sheets used in their initial study used 1-D ice sheet models,

with a simplified geometry. It is possible that if this work were completed with 3-D ice sheet

models then a two-stepped form could be apparent, with the inclusion of the initial isolated ice

cap phase.
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Chapter 2

The past relationship between

temperature and sea level – from

proxy records

This chapter was originally published in 2012, here it is modified from the second half of

that paper: Gasson, E., Siddall, M., Lunt, D., Rackham, O. J. L., Lear, C. H., and Pollard,

D. (2012). Exploring uncertainties in the relationship between temperature, ice volume, and

sea level over the past 50 million years. Reviews of Geophysics, 50(RG1005):135. E. Gasson

performed all analysis, created figures and wrote the paper, additional comments were provided

by the co-authors, 4 reviewers and the editor, E. Rohling.
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2.1 Sea level versus temperature: methods

Using the data we have discussed in the previous chapter, in this chapter we consider the

possible forms for the relationships between temperature (both DST and SST) and sea level

over the past 50 Ma. We test three functions, a linear function and single- and double-stepped

nonlinear functions, which are based on previous publications covering the past relationship

between temperature and sea level (Pollard and DeConto, 2005; Archer, 2007; de Boer et al.,

2010). For the period 50� 10 Ma the DST data used are the Lear et al. (2000) benthic Mg/Ca

record, and the sea level data used are the Kominz et al. (2008) NJ sequence stratigraphy record.

For the SST relationship with sea level, we use the same sea level record of Kominz et al. (2008)

and additional SST records for the high-latitude Southern Hemisphere (Liu et al., 2009) and

low latitudes (Lear et al., 2008) for the EOT. Additional Plio-Pleistocene data are shown on

the plots. The past relationship between temperature and sea level for periods cooler than

present has been the subject of previous studies (Rohling et al., 2009; Siddall et al., 2010a). In

this chapter we focus on the relationship between temperature and sea level for periods warmer

than present. The Plio-Pleistocene data are therefore shown as a guide and are not used when

fitting the di↵erent functions. As the DST record is more complete, the majority of this chapter

focuses on the relationship between DST and sea level, with the SST to sea level relationship

investigated over the EOT. These changes are for the long-term response of sea level to SST or

DST, with ice sheets approaching equilibrium with climate over 104 � 105 years.

2.1.1 Interpolation

The temporal resolutions of the di↵erent records used in this chapter vary. The Mg/Ca data

set of Lear et al. (2000) has a resolution of ⇠1 Ma and does not resolve shorter climatic events.

The sea level record of Kominz et al. (2008) has a temporal resolution of 0.1 Ma, although the

age control is significantly worse, at ±0.5 Ma (Kominz et al., 2008). To compare these two data

sets, the sea level data are first reduced to the same lower temporal resolution of the Lear et al.

(2000) data set. The higher-resolution sea level data are smoothed using a centre-weighted

running mean and a window size of ±0.5 Ma; the data are then interpolated with a 1 Ma

frequency. Smoothing in this manner leads to the loss of some of the high-frequency sea level

variability in the record, but major transitions, such as the EOT sea level fall, are preserved.

For the SST records, which have a higher temporal resolution than the DST data, the sea level

data are interpolated using the same method but to a 0.1 Ma resolution for the low-latitude
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record and to a 0.25 Ma resolution for the high-latitude Southern Hemisphere record.

The di↵erent records all span the EOT, a period of major sea level change; however, they all

have di↵erent durations. Kominz et al. (2008) sequence stratigraphy data are not available from

10 Ma to present, so data are shown from 50� 10 Ma, which is the maximum age of the Lear

et al. (2000) data set. The high-latitude Southern Hemisphere SST data of Liu et al. (2009)

are shown from 36.5 � 32 Ma, which is the period of peak data density in their record. The

low-latitude SST data of Lear et al. (2008) cover the period from 34.5 � 33.4 Ma. Therefore,

there are significant data gaps on the plots; in particular, the Miocene is not covered for the

SST to sea level synthesis.

Lear et al. (2000) used four core locations for their compilation. The site from which the

most recent samples (exclusively for period 6 � 0 Ma) were obtained was DSDP Site 573.

Modern DST for this site is 1.4 �C (from NODC WOA98). The Mg/Ca DST data are shown

as an anomaly relative to this modern-day value. Liu et al. (2009) provide modern palaeo-

location temperatures for all of their sites. The high-latitude Southern Hemisphere SST data

are presented here as anomalies relative to the modern value for each site. The Lear et al.

(2008) record comes from an exposed shelf; the data are shown here as anomalies relative to a

modern SST value of 27.1 �C (from NODC WOA98), taken from the coast immediately to the

east of the core site.

A best and a low and high estimate are provided with the NJ highstand data. The low

and high estimates are calculated as being 60 % and 150 % of the best estimate, respectively.

Therefore, the best estimate is not the midpoint of the estimate range; the skewed errors are

a result of using foraminifera habitat ranges as a water depth indicator, the errors of which

increase with increasing water depth (Kominz et al., 2008). In order to carry out the regression,

we require a symmetric error distribution. We calculate a mid-point from the asymmetrical

(triangular) error distribution and create a synthetic data set that has symmetric errors (see

Figure 1.3). Errors are not provided for the conceptual low-stand data (Kominz et al., 2008),

although lowstand errors are likely to be larger than the highstand errors; here we use lowstand

errors of ±50 m based on the maximum errors suggested by Miller et al. (2005a). The Mg/Ca

DST curve is calculated using a weighted local regression of the raw data (Lear et al., 2000).

Here we repeat this regression and obtain an error estimate from the raw data. Errors on

the DST data are also unevenly distributed, and again we create a synthetic data set with a

symmetric distribution.
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Figure 2.1: Deep-sea temperature against regional sea level crossplot. Dark red error bars are the Lear

et al. (2000) Mg/Ca deep-sea temperature anomaly against Kominz et al. (2008) New Jersey regional sea

level data. Shown connected in time order (black line). Blue bars highlight the two steps discussed in the

text. Grey boxes are Plio-Pleistocene deep-sea temperature and sea level data from the Red Sea (Siddall

et al., 2010a); the vertical grey dot-dashed line is the freezing point for water for the deep-sea temperature

data used in the work by Siddall et al. (2010a), showing decreased deep-sea temperature variability as

the freezing point is approached. The sloped red dashed line is the ice-free thermal expansion gradient,

assuming an ice-free NJ sea level of 54 m and a thermal expansion of 1 m per �C, after Miller et al.

(2009b).

2.1.2 Sea level versus temperature crossplots

For each of the crossplots, additional data for the Plio-Pleistocene are shown to provide a

reference for the relationship between the relevant temperatures and sea level for cooler climates.

Figure 2.1 includes DST and Red Sea sea level data (Siddall et al., 2003) compiled by Siddall

et al. (2010a). This highlights that as DSTs approach the freezing point for seawater (also

highlighted in Figure 2.1) they show very little variation (Siddall et al., 2010a). Figure 2.2

includes Antarctic air temperature and sea level data for the last 500 ka Rohling et al. (2009);

again the sea level data come from the Red Sea reconstruction (Siddall et al., 2003; Rohling

et al., 2009). The proxy Antarctic air temperatures come from deuterium isotope (�D) data
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Figure 2.2: High-latitude Southern Hemisphere surface temperature against regional sea level. Dark green

error bars are the Liu et al. (2009) TEX86 and Uk’
37 SST data for high-latitude Southern Hemisphere

sites, shown as an anomaly relative to modern SST, against Kominz et al. (2008) New Jersey regional sea

level data. The dark green data cover the EOT, with data from 36.5 to 32 Ma with a 0.25 Ma resolution.

There is a data gap from the end of the dark green data at 32 Ma to the Plio-Pleistocene data. The grey

dots show Pleistocene data (500-0 ka); the grey box is for the mid-Pliocene (Rohling et al., 2009). The

grey dots from Rohling et al. (2009) are for Antarctic air temperature based on �D and sea level data from

the Red Sea (Siddall et al., 2003). The grey line is the preferred exponential fit between temperature and

sea level of Rohling et al. (2009). The sloped red dashed line is the ice-free thermal expansion gradient,

assuming ice-free NJ sea level of 54 m and a reduced thermal expansion gradient of 0.5 m per �C, to

account for polar amplification (e.g., Siddall et al., 2010a).

from EPICA Dome C (Jouzel et al., 2007) and are presented as an anomaly relative to average

temperature over the past 1 ka (Rohling et al., 2009). Figure 2.3 uses temperature data from a

low-latitude SST stack from five tropical sites in the major ocean basins using the Uk’
37 proxy

(Herbert et al., 2010) and Mg/Ca of planktic foraminifera (Medina-Elizalde and Lea, 2005).

We repeat the stacking method outlined by Herbert et al. (2010) but calculate temperatures as

an anomaly relative to the average of the past 3 ka. Again the Plio-Pleistocene sea level data

come from the Red Sea reconstruction (Siddall et al., 2003; Rohling et al., 2009).
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All of the plots of sea level against temperature exhibit a positive correlation. This relation-

ship is expected because of thermal expansion and changing land ice volumes with changing

temperature. In addition to the forcing of sea level from changes in temperature, there are

potential feedbacks where by changes in ice volume can drive changes in temperature. For

example, the vertical growth of a large ice sheet will slightly lower the global mean surface tem-

perature due to the atmospheric lapse rate. There are also potential feedbacks from the growth

of ice sheets on sea ice (DeConto et al., 2007), which could influence deep-water formation and

hence deep-sea temperatures.

There is an additional component to the sea level record that may not be directly related to

temperature: the change in ocean basin volume. However, it is possible that there is a common

driving mechanism: decreased seafloor spreading could cause a decline in atmospheric CO2,

resulting in increased basin volume (i.e., lower sea level) and decreased temperature (Larson,

1991; Miller et al., 2009b). The sea level record may contain regional tectonic influences, which

are not related to temperature change (see 1.2.1). The thermal expansion gradient assuming

ice-free conditions (54 m above present at NJ margin for present temperature (Pekar et al.,

2002; Miller et al., 2005a)) is shown on all of the plots (Figures 2.1�2.3) as a guide to how

much of the NJ sea level variability is likely due to thermal expansion and glacio-eustasy.

In Figure 2.1 when the data are connected in time series (black line in Figure 2.1), it is

possible that there is a two-stepped relationship between the DST data of Lear et al. (2000)

and the sea level data of Kominz et al. (2008). This is potentially in agreement with the

modelling work of Pollard and DeConto (2005) although the total sea level shift is greater than

the ⇠50 m (⇠33 m after accounting for hydro-isostasy) shift seen in the work by Pollard and

DeConto (2005; Figure 1.7) as the sea level record used here includes thermosteric and ocean

basin volume components. The two-step form seen in the study by Pollard and DeConto (2005)

is solely due to glacio-eustasy from the formation of the EAIS. An additional di↵erence between

the two-step form seen in the work of Pollard and DeConto (2005) and that seen here is the

time scale. The two steps occurring in the Pollard and DeConto (2005) study take place over a

duration of ⇠200 ka. The two steps in this chapter are separated by ⇠10 Ma. A first step occurs

at 44 � 42 Ma (hereafter step A), and there is a second step (hereafter step B) at 34 � 33 Ma

coinciding with the EOT. The lack of cooling in the DST record at the EOT should be taken

into consideration when interpreting these steps. The lack of cooling accentuates step B at the

EOT. Other temperature proxies suggest that there was cooling at the EOT (Dupont-Nivet

et al., 2007; Zanazzi et al., 2007; Lear et al., 2008; Liu et al., 2009; Lear et al., 2010), and
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Figure 2.3: Low-latitude sea surface temperature against regional sea level. The dark blue error bars

are for the Lear et al. (2008) Mg/Ca sea surface temperature data from Tanzania against Kominz et al.

(2008) New Jersey regional sea level data for the EOT. The dark blue data cover the period from 34.5

to 33.4 Ma, with a resolution of 0.1 Ma. Plio-Pleistocene data are shown in grey, with low-latitude SST

data from the stack by Herbert et al. (2010) and sea level data from the Red Sea record (Siddall et al.,

2003; Rohling et al., 2009). Pleistocene data for 500-0 ka are shown as grey crosses; a mid-Pliocene

data point is shown as a grey box. The sloped red dashed line is the ice-free thermal expansion gradient,

assuming an ice-free NJ sea level of 54 m and a thermal expansion of 1 m per �C (Miller et al., 2009b).

deep-sea cooling may have been on the order of 1.5 �C (Lear et al., 2010; Pusz et al., 2011). In

Figure 2.4, the DST data prior to the EOT are shifted by +1.5 �C to take into account cooling

at the EOT. This results in the steepness of step B, as seen in Figure 2.1, being reduced. The

SST plots (Figures 2.2 and 2.3) also span the EOT. The steep step B seen in the DST plot

(Figure 2.1) is not evident in the SST plots. This again suggests that the steepness of step B

in the DST plot may be an artefact of the lack of cooling in the DST data across the EOT.

Because the Mg/Ca temperature proxy is a↵ected by past variations in seawater Mg/Ca

(see 1.2.2.1; Lear et al., 2000; Billups and Schrag, 2003), the absolute DST values can vary

depending on the seawater Mg/Ca scenario used. DSTs using the favoured scenario of Lear

et al. (2000) and the extreme scenarios of Lear (2007) are shown in Figure 2.5 plotted against
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Figure 2.4: Deep-sea temperature against regional sea level. Data as per Figure 2.1 but with data prior

to the EOT shifted by +1.5 �C (Lear et al., 2010; Pusz et al., 2011) to account for EOT cooling not seen

in the Lear et al. (2000) record.

NJ sea level. It is unlikely that seawater Mg/Ca has remained constant over the past 50 Ma

(Wilkinson and Algeo, 1989; Lowenstein et al., 2001; Dickson, 2002; Coggon et al., 2010), as per

Figure 2.5.A. However, it is possible that seawater Mg/Ca was lower than the preferred scenario

of 3.85 mol mol�1 at 50 Ma (Lear et al., 2000; Lowenstein et al., 2001; Dickson, 2002; Coggon

et al., 2010; Evans and Müller, 2012), as per Figure 2.5.C, where a value of 1.5 mol mol�1 at

50 Ma, linearly increasing to present, is used; although it is di�cult to reconcile this Mg/Ca

temperature scenario with the benthic �18O records assuming early Cenozoic ice-free conditions

(Lear, 2007). As such, the absolute Mg/Ca DST values should be interpreted with caution.

The Cenozoic temperature trend is dominated by cooling, with shorter warm reversals. Hys-

teresis e↵ects mean that the sea level thresholds may be at di↵erent temperatures for warming

compared to cooling (see 1.3.2 and Figure 1.7). Because of the long response time of the ice

sheets, the relationship shown represents sea level in approximate equilibrium with temperature.

The very long-term relationship between DST or SST and sea level investigated in this chapter

is therefore not directly relatable to potential future surface warming on centennial timescales.
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Figure 2.5: Impact of di↵erent past seawater Mg/Ca scenarios on crossplots of Lear et al. (2000) DST

data against Kominz et al. (2008) New Jersey regional sea level data. (a) For constant seawater Mg/Ca

scenario. (b) Best estimate scenario of Lear et al. (2000) for seawater Mg/Ca linearly increasing from

50 Ma value of 3.85 mol mol�1 (Wilkinson and Algeo, 1989) to present-day concentration of 5.2 mol

mol�1. (c) High temperature estimate for seawater Mg/Ca linearly increasing from 50 Ma value of 1.5

mol mol�1 (Lear, 2007)

2.1.3 Function Selection

We next explore various functions which can describe the observed relationship in the tempera-

ture and sea level data. Note that we do not claim that sea level is related to temperature by a

continuous function, and suggest reasons for why discontinuity may arise later on, but explore

possible functions which may describe this relationship as it has implications for semi-empirical

sea level projections, which do rely on a continuous function (Rahmstorf, 2007; Grinsted et al.,

2008; Orlić and Pasarić, 2013). The first function we test against the temperature and sea

level data is a linear function. A linear form for the temperature to sea level relationship is

suggested by Archer (2007). This is based on LGM, middle Pliocene, and Eocene temperature

and sea level estimates, periods when temperature and sea level were significantly di↵erent to

present. Archer (2007) used LGM sea level of ⇠120 m lower than present (Fairbanks, 1989) and
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temperatures of 4� 7 �C colder than present (Waelbroeck et al., 2002; Schneider von Deimling

et al., 2006; Rahmstorf, 2007). In the middle Pliocene (⇠3 Ma), Archer (2007) suggests that

temperatures were 2�3 �C warmer than present and sea level was 25�35 m higher than present

(Dowsett et al., 1994). In the late Eocene (40 Ma), Archer (2007) suggests that temperatures

may have been 4� 5 �C warmer than present and sea level was 70 m higher than present, i.e.,

assuming ice-free conditions but not correcting for isostatic e↵ects (e.g., Miller et al., 2009b).

This temperature estimate, comparable to the estimate of Covey et al. (1996), is lower than

more recent Eocene temperature estimates. The Covey et al. (1996) Eocene surface tempera-

ture estimate was based on an integration of a temperature anomaly against latitude profile.

This included Eocene low-latitude temperatures that were cooler than present, based on �18O

of planktic foraminifera (Zachos et al., 1994). It is acknowledged that the planktic �18O values

on which these cool low-latitude SSTs are based are a↵ected by diagenesis, meaning that the

signal is contaminated with cooler deeper ocean temperatures (Zachos et al., 1994; Pearson

et al., 2007). Therefore, it is likely that this Eocene (40 Ma) temperature estimate is too low.

The approach of Archer (2007) is recreated in the insets of Figures 2.6 � 2.8 with a linear

function that is forced through the origin, i.e., constrained to modern sea level and temper-

ature. Their approach is intended as a tentative approximation only and is not based on

physical insights or modelling work. Although a linear model may be a fair approximation of

the present-day temperature to sea level relationship, when the greatest contributor to sea level

rise is thermal expansion (Vermeer and Rahmstorf, 2009), on longer timescales or for larger

temperature changes when the greater contribution comes from glaciers and ice sheets it may

be less applicable (Pollard and DeConto, 2005; Vermeer and Rahmstorf, 2009; de Boer et al.,

2010). The linear models to be used are shown in equations (1) and (2), where S
L

is sea level,

T is temperature, m is the rate of change of sea level with change in temperature, and c is the

intercept on the sea level axis.

S
L

= mT (2.1.1)

S
L

= mT + c (2.1.2)

45



In addition to linear functions, both forced (equation 2.1.1) and unforced (equation 2.1.2)

through the origin, nonlinear functions are used to describe the relationship between temper-

ature and sea level. The nonlinear relationship is based on both GCM-ice sheet modelling

and observation-constrained modelling (Huybrechts, 1993; Pollard and DeConto, 2005; de Boer

et al., 2010). The proposed nonlinear relationship varies from a single-stepped relationship

(Huybrechts, 1993; de Boer et al., 2010) to a two-step relationship (Pollard and DeConto,

2005). An inverse hyperbolic sine function can be used to describe the single-stepped form

(equation 2.1.3) and a double inverse hyperbolic sine function can replicate the two-stepped

form (equation 2.1.4):

S
L

= a sinh�1

✓
T � b

c

◆
+ d (2.1.3)

S
L

=

✓
a1 sinh

�1

✓
T � b1
c1

◆◆
+

✓
a2 sinh

�1

✓
T � b2
c2

◆◆
+ d (2.1.4)

In equation (2.1.3), a is the magnitude of the sea level change, b is the midpoint on the

temperature axis, c is the peak rate of change in sea level with change in temperature, and d is

the midpoint on the sea level axis (Siddall et al., 2010b). This function can replicate the form

of the modelled results of de Boer et al. (2010), showing the increased sea level to temperature

response out of the quasi-stable interglacial state and also how the sea level response asymptotes

as ice-free conditions are approached. This function is not based on ice dynamics, but is chosen

because it is a sigmoid (s-shaped) function that can replicate the form of the relationships in

the data. The single-step model is also consistent with early GCM ice sheet modelling work of

Huybrechts (1993). The double inverse hyperbolic sine is also not based on ice sheet dynamics

but is chosen because it can replicate the two-stepped form seen in the modelling work of Pollard

and DeConto (2005). The double inverse hyperbolic sine function can also take a single-stepped

form if it is present in the data and both nonlinear functions can adopt a straight line form (i.e.

linear).
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2.1.4 Fitting method

Because there are significant errors in both the proxy sea level and temperature data, when

fitting the functions to the data, orthogonal regression is used. Least squares regression attempts

to minimise the sum of squared errors on the y-axis (response) and assumes that errors on the

x-axis (predictor) are minimal. However, in this instance the predictor, DST or SST, contains

significant error. It is likely that this is a common instance when performing regression within

paleaoclimatology, which is often ignored. Prior to fitting the data are nondimensionalised, by

dividing by the standard deviation, to avoid over-fitting to one axis. Orthogonal errors can be

calculated for a linear function from the slope of the line. An optimum fit can then be found

using an optimisation algorithm (e.g. Krystek and Anton, 2007). For a nonlinear function the

orthogonal errors are not as easily calculated, as the closest point on the curve to each data

point is unknown.

Here we approximate the orthogonal errors using a finite di↵erence approach. The fit is

optimised using a genetic algorithm (GA). The GA we have developed is similar to that described

by Gulsen et al. (1995). This “global solver” is used in combination with a “local solver”, which

is better suited to finding a local minimum (MATLAB fminunc function). As the GA contains

a random element, it may not find the same minimum every time it is run, although in practice

if the GA is run for long enough the fits are very similar. In summary, the GA contains a

population of coe�cients. The population members are randomly mixed in each generation,

with the worst members in terms of goodness of fit then being culled. This allows the best

members of the population to remain and keep improving the fit until there is either no further

improvement or the maximum number of generations is reached.

The GA is given the coe�cients from a least squares fit as a starting point. Random starting

coe�cients for the population size are then selected from a normal distribution with the starting

coe�cient as a mean. The goodness of fit, calculated from the sum of squared orthogonal

errors, is calculated for the entire population. The population is ranked by goodness of fit and

the bottom half culled. The remaining half are randomly sorted into pairs, and a crossover

mechanism creates new members, which are the mean of the parent coe�cients. Additionally,

a mutation mechanism creates new coe�cients from a uniform distribution of 2 times the range

of all the parent coe�cients. The goodness of fit is calculated for the new members and the

cycle repeated. The GA is run for 200 generations but can be terminated earlier if there is no

improvement after 50 generations.
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Figure 2.6: Data as per Figure 2.1, showing deep-sea temperature against regional sea level, with Archer

(2007) linear trend shown inset. Linear functions are fit to the data of Lear et al. (2000) and Kominz

et al. (2008) using orthogonal regression; functions are not constrained by additional Plio-Pleistocene

data (grey boxes) (Siddall et al., 2010a). The pink line is forced through the origin. The dashed line

is “corrected” for potential isostatic o↵set by shifting on the y-axis so that it is consistent with modern

temperature and sea level (see text).

2.2 Synthesis

The linear function is fitted to all of the temperature versus sea level plots for high-latitude

Southern Hemisphere SST, low-latitude SST, and DST. The single sinh�1 function is fitted to

the high-latitude Southern Hemisphere SST and DST plots, and the double sinh�1 function

is fitted to the DST plot only. Independent data show the relationship between the relevant

temperatures and sea level at several intervals in the Plio-Pleistocene (Rohling et al., 2009;

Herbert et al., 2010; Siddall et al., 2010a). These additional Plio-Pleistocene data are included

in the figures as a guide; the functions are not constrained by these additional data.

48



−10 −5 0 5 10 15 20 25
−150

−100

−50

0

50

100

150

Δ high latitude SH surface temperature (°C)

re
g

io
n

a
l 
s
e

a
 l
e

v
e

l 
(m

)

S = mT

S = mT + c

−5 0 5

−100

0

100

Δ temperature (°C)

s
e
a
 l
e
v
e
l 
(m

)

Archer (2007)

Figure 2.7: Data as per Figure 2.2, showing high-latitude Southern Hemisphere surface temperature

against regional sea level, with Archer (2007) linear trend shown inset. Linear functions are fit to the

data of Kominz et al. (2008) and Liu et al. (2009) using orthogonal regression; the functions are not

constrained by the additional Plio-Pleistocene data shown in grey. The pink line is forced through the

origin. The dashed blue line is “corrected” for potential isostatic o↵set in the NJ sea level data by shifting

on the y-axis so that it is consistent with modern temperature and sea level (see text).

2.2.1 Testing linear functions

The linear function (Figures 2.6 � 2.8) highlights the positive correlation between sea level and

DST or SST. However, there are important constraints that mean a linear model is not neces-

sarily appropriate here. The y-intercept of the linear models suggests that for modern DSTs

sea level would be approximately �81 m (Figure 2.6), for high-latitude Southern Hemisphere

SST it would be �57 m (Figure 2.7), and for low-latitude SST it would be �32 m (Figure

2.8). Alternatively the linear function can be forced through the origin, i.e., be constrained to

modern sea level and temperature, but this produces a poor fit to the DST and high-latitude

Southern Hemisphere SST data, although it produces a reasonable fit to the low-latitude SST

data

It is possible that the NJ sea level data contain a systematic o↵set due to isostatic e↵ects
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Figure 2.8: Data as per Figure 2.3, showing low-latitude SST against regional sea level, with Archer

(2007) linear trend shown inset. Linear functions are fit to the data of Kominz et al. (2008) and Lear et al.

(2008) using orthogonal regression; the functions are not constrained by the additional Plio-Pleistocene

data shown in grey. The pink line is forced through the origin. The dashed blue line is “corrected” for

potential isostatic o↵set in the NJ sea level data by shifting on the y-axis so that it is consistent with

modern temperature and sea level (see text)

during the Pleistocene. Sea level on the NJ margin continued to rise throughout the Holocene

and is presently on the order of ⇠10 m lower than equilibrium, assuming an exponential curve

to equilibrium (see Miller et al., 2009a their Figure 3; Raymo et al., 2011). Sea level records

from other regions suggest Holocene stabilisation, following a large sea level increase due to the

melting of the major glacial period ice sheets, from 9 � 6 ka (Siddall et al., 2003). A crude

“correction” for this potential systematic isostatic e↵ect is to shift the data set on the y axis so

that the function passes through the origin (dashed line in Figures 2.6 � 2.8). However, this

would imply an o↵set due to postglacial isostasy of 81, 57, or 32 m for the DST, high-latitude

Southern Hemisphere SST, and low-latitude SST data, respectively. This is significantly larger

than the ⇠10 m from equilibrium previously mentioned (Raymo et al., 2011). This simple

o↵setting approach is also applied to the non-linear functions in Figures 2.9 � 2.11.

A second constraint that means a linear function may be a poor representation of the data is
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Figure 2.9: Data as per Figure 2.1, showing deep-sea temperature against regional sea level, with de Boer

et al. (2010) observation-constrained modelled results inset. Single inverse hyperbolic sine function fit

to Kominz et al. (2008) New Jersey regional sea level data and Lear et al. (2000) Mg/Ca deep-sea

temperature. Dashed line is “corrected” for potential isostatic o↵set by shifting function on y-axis so that

it is consistent with modern deep-sea temperature and sea level (see text).

that once ice-free conditions are reached the function should asymptote to the thermal expansion

gradient. The linear function is also not consistent with the independent Plio-Pleistocene data,

except for the low-latitude SST data (Figure 2.8). Conceptually, a linear fit is not consistent

with the modelling work of de Boer et al. (2010), which clearly showed di↵erent temperature

thresholds for Northern Hemisphere and Southern Hemisphere glaciation.

2.2.2 Testing nonlinear functions

An inverse hyperbolic sine function can describe a single-stepped form, similar to the work

of de Boer et al. (2010), for temperatures warmer than present (Figure 1.6). This function

is not fitted to the low-latitude SST data, as a single-stepped form is not apparent in these

data. This function can partially satisfy the independent constraints highlighted above. For

modern DSTs this function predicts sea level of �14 m (Figure 2.9). If there is a sea level
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Figure 2.10: Data as per Figure 2.2, showing high-latitude Southern Hemisphere surface temperature

against regional sea level, with de Boer et al. (2010) observation-constrained modelled results inset.

Single inverse hyperbolic sine function fit to Kominz et al. (2008) New Jersey regional sea level data and

Liu et al. (2009) high-latitude Southern Hemisphere SST data. Dashed line is “corrected” for potential

isostatic o↵set by shifting function on y-axis so that it is consistent with modern temperature and sea

level (see text).

o↵set due to Holocene isostasy then it could conceivably be of this magnitude (Raymo et al.,

2011), although for the high-latitude Southern Hemisphere SST data, the function predicts

modern sea level of +2 m (Figure 2.10). For temperatures cooler than present, the sea level

to high-latitude Southern Hemisphere surface temperature relationship has been suggested by

Rohling et al. (2009) to represent an exponential curve. The single-stepped function asymptotes

toward modern temperature, which could join an exponential curve for temperatures cooler than

present. The single-stepped form joining an exponential curve is similar to the relationship seen

in the modelling work of de Boer et al. (2010).

The upper asymptote for the single-step function suggests a sea level of 110 m for DSTs of

+10 �C and a sea level of 80 m for high-latitude Southern Hemisphere SSTs of +20 �C. This is

well above the ice-free thermal expansion gradient, as shown in Figures 2.1 and 2.2. This again

highlights that the NJ sea level record contains other drivers of sea level change, such as ocean

52



−4 −2 0 2 4 6 8 10 12
−150

−100

−50

0

50

100

150

Δ deep sea temperature (°C)

re
gi

on
al

 s
ea

 le
ve

l (
m

)

S = a 1s i n h − 1T − b1
c 1

+ a 2s i n h − 1T − b2
c 2

+ d

~45 m

~30 m

−2 0 2 4 6

−100

0

100

Δ global surface temperature (°C)

se
a 

le
ve

l (
m

)

Pollard and DeConto (2005)

Figure 2.11: Data as per Figure 2.1, showing deep-sea temperature against regional sea level, with Pollard

and DeConto (2005) ice sheet modelled results, for cooling direction without orbital variation, shown inset.

Double inverse hyperbolic sine function fit to Kominz et al. (2008) New Jersey regional sea level data

and Lear et al. (2000) Mg/Ca deep-sea temperature. Dashed red line is “corrected” for potential isostatic

o↵set by shifting function on y-axis so that it is consistent with modern temperature and sea level (see

text). The magnitude of the sea level changes occurring in the steps is highlighted, showing a total sea

level change of ⇠75 m, which is greater than for the two-step model of Pollard and DeConto (2005),

suggesting that the NJ sea level record contains other e↵ects (see text).

basin volume changes and potential isostatic changes. The high-latitude Southern Hemisphere

SST plot against sea level (Figure 2.10) shows a steep transition, with the step occurring in the

second cluster of data. It is likely that this is caused by discrepancies in the age models of the

two data sets, as the sea level fall in the Kominz et al. (2008) record at the EOT precedes the

EOT temperature fall in the record of Liu et al. (2009). It is important to bear in mind the

±0.5 Ma age error estimate of the Kominz et al. (2008) record. If the age models were better

matched, the relationship between high-latitude Southern Hemisphere SST and sea level may

be di↵erent.

In addition to the single-stepped nonlinear function, a two-stepped nonlinear function is

fitted to the DST data (Figure 2.11). The function identifies the two steps seen in the time-
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ordered data. As previously mentioned, this two-stepped form shows some consistencies with

the modelling work of Pollard and DeConto (2005), although the sea level change in the steps of

⇠75 m is greater than the ⇠50 m (⇠33 m after accounting for hydroisostasy for comparison with

the NJ record) shift shown by Pollard and DeConto (2005), and the timescales are significantly

di↵erent. The function produces extremely rapid rates of sea level change at the thresholds of

the steps. Step B is due to the rapid formation of ice at the EOT. As previously discussed, step

B is likely to be overly steep because of the lack of temperature change in the Lear et al. (2000)

Mg/Ca data set at the EOT. The origin of step A (⇠ 44 � 42 Ma) is discussed in more detail

below. The function is o↵set on the y axis by ⇠4 m (dashed line in Figure 2.11) to account for

the possible isostatic error.

2.2.3 Synthetic �18O

An alternative way to test the sea level and DST data is to create a synthetic �18O record

using a simple calibration and compare it with the benthic �18O stack (Figure 2.12). Here we

convert the NJ sea level record and Mg/Ca DST record to a �18O signal using a calibration of

0.01 ‰ m�1 (Pekar et al., 2002; Miller et al., 2009b) and 0.25 ‰ �C�1 (Zachos et al., 2001a),

respectively. Prior to this conversion, the NJ sea level record is adjusted for hydroisostasy by

multiplying by 1.48 (Pekar et al., 2002). We remove thermal expansion from the sea level record

using the DST record and a calibration of 1 m �C�1. This sea level calibration is possibly an

oversimplification when used on such a long timescale. It is possible that the first ice caps

to form on Antarctica would have had a di↵erent isotopic composition to the present-day ice

sheets (DeConto et al., 2008; Katz et al., 2008). The modelling work of de Boer et al. (2012a)

shows that the scaling factor of seawater �18O to sea level has not remained constant over the

last 40 Ma, although they suggest that the constant calibration, as used here, is a reasonable

approximation. Additionally, the NJ sea level data set contains a signal from ocean basin

changes and may include regional tectonic e↵ects, which are not related to �18O . We do not

attempt to remove these e↵ects from the NJ record, as attempted by Cramer et al. (2011), and

acknowledge that this is a limitation of this very simple approach. The synthetic record is tied

to the benthic �18O stack (Zachos et al., 2008) at 50 Ma. From 10 � 0 Ma, sea level data are

not available (Kominz et al., 2008); in the work by Miller et al. (2005a) sea level in the late

Miocene and Plio-Pleistocene is based on a calibration of the benthic �18O record. We extend

the synthetic �18O from 10� 0 Ma using the actual benthic �18O stack, with the dotted line in

Figure 2.12.
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Figure 2.12: Synthetic �18O (red line) plotted with benthic �18O stack (blue line) of Zachos et al. (2008).

The synthetic record is created using Kominz et al. (2008) sea level record and Lear et al. (2000) tem-

perature record. The sea level data are first multiplied by 1.48 to account for hydroisostasy (Pekar et al.,

2002), thermal expansion is removed using the temperature record of Lear et al. (2000) and a factor

of 1 m �C�1, and sea level is then converted to �18O using a 0.01 ‰ m�1 calibration (Pekar et al.,

2002; Miller et al., 2009b). Ocean basin changes are not removed from the sea level record, and this is

a potential source of error. The Lear et al. (2000) temperature record is converted to �18O using a 0.25

‰ �C�1 calibration (Zachos et al., 2001a). These two signals are combined to create the synthetic �18O

curve. From 10 to 0 Ma there are no sea level data, so the synthetic �18O curve (dotted red line) tracks

the benthic �18O stack for the period 10-0 Ma.
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The synthetic record follows the general trend of the benthic �18O stack (Figure 2.12). The

⇠1.6 ‰ increase in the benthic �18O stack from 50 Ma to the EOT is reproduced in the synthetic

�18O record, with ⇠1.1 ‰ due to temperature and ⇠0.5 ‰ due to sea level. However, the large

increase in the synthetic �18O record at ⇠ 44 � 42 Ma, which is responsible for step A in the

temperature and sea level crossplots, is not seen in the benthic �18O stack. The large increase

in �18O at the EOT is seen in the synthetic record (step B), although it is of a slightly lower

magnitude than the increase in the benthic �18O stack. This is probably due to the lack of

apparent cooling in the uncorrected Mg/Ca DST record. The synthetic �18O record diverges

from the benthic �18O stack in the Miocene, in particular during the middle Miocene. Both the

DST and sea level records used in the synthetic �18O record have poor data coverage during

the Miocene.

2.3 Discussion

The sea level and temperature synthesis generates several points for discussion; the majority of

this discussion focuses on the DST to sea level relationship as the DST record is more complete

than the SST record. The additional surface temperature records for the EOT are useful in

determining whether there is a nonlinear response to temperature forcing across this boundary,

as may be suggested by the uncorrected (for carbonate saturation e↵ects) DST data. If the

two-step function is appropriate, and if the first step (step A) is due to glacioeustasy, then it

implies the formation of significant land ice in the Eocene. Not all of the sea level variability

is due to the formation of land ice; there are thermosteric and ocean basin volume components

and potential regional tectonic e↵ects. However, the rate and magnitude of the sea level decline

in the raw NJ sea level record may suggest glacioeustasy as a cause (Miller et al., 2008b). The

significance of these steps should be considered in combination with the multiple sources of error

in the data discussed in Sections 1.2.1 and 1.2.2. Finally, we discuss the types of nonlinearity

that might be expected when looking at the temperature to sea level relationship from ice-free

conditions to full Northern Hemisphere glaciation. Broadly, the expected nonlinearity can be

divided into two types: (1) as seen in some ice sheet modelling studies (Huybrechts, 1993;

Pollard and DeConto, 2005; Langebroek et al., 2009), where a small temperature forcing, near

the glacial threshold, generates a large change in ice volume, and (2) nonlinearity caused by

the di↵erent glacial thresholds for Northern and Southern Hemisphere glaciation. This second

nonlinearity occurs as the ice sheet carrying capacity of the Antarctic continent is reached before
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the glacial threshold for Northern Hemisphere glaciation (de Boer et al., 2010).

2.3.1 Eocene ice and the origins of step A

The extent of Antarctic glaciation prior to the EOT and whether Northern Hemisphere ice

sheets existed before the Pliocene are two questions still subject to much debate (Miller et al.,

2005a; Pekar et al., 2005; Moran et al., 2006; Eldrett et al., 2007; Coxall and Pearson, 2007; Cox

et al., 2010; Dawber and Tripati, 2011; Dawber et al., 2011). Shackleton and Kennett (1975)

used the �18O record to hypothesise that a continent-sized ice sheet first formed on Antarctica

⇠15 Ma. Matthews and Poore (1980) proposed an alternative theory, which suggested that there

was an earlier ice formation event between the Eocene and Oligocene. As previously discussed

(Sections 1.2.3 and 2.2.3), the �18O record of benthic foraminifera shows a rapid increase in

�18O at the EOT (Zachos et al., 2008).

The sequence stratigraphy record of sea level from the NJ margin shows large changes earlier

than the Oligocene (Miller et al., 2005a). The rate and magnitude of these sea level changes may

imply that they are due to changes in ice volume. In the raw NJ sea level data, step A is seen as

a sea level fall of ⇠35 m over ⇠0.7 Ma (Figure 1.3; Kominz et al., 2008). The relatively fast rate

of these sea level changes has been suggested to rule out other factors that could cause a sea

level change of this magnitude, such as variations in ocean basin volume (Miller et al., 2005a).

A thermosteric response could explain the rate of sea level change but not the magnitude. This

points to at least ephemeral ice sheets on Antarctica during the Eocene. This is controversial,

as this same argument used to justify ice mass changes in the Eocene can be extended for the

whole of the 100 Ma NJ record and would imply that ephemeral ice sheets were present during

the whole of the Cenozoic and into the Late Cretaceous, a time that was thought to be ice free

(Miller et al., 2005b).

Miller et al. (2008b) used the modelled ice sheet maps of DeConto and Pollard (2003a) to

estimate how large an ice sheet would be required to explain each of the transitions in the Miller

et al. (2005a) sea level record. Clearly, a larger sea level transition would require the formation

or loss of a larger ice sheet than a smaller sea level transition. Smaller ice sheets could form

under the higher atmospheric CO2 concentrations of the Eocene in the Antarctic mountain

regions (DeConto and Pollard, 2003a; Pagani et al., 2005). A larger ice sheet would require a

lower atmospheric CO2 concentration than that shown in the Eocene proxy CO2 records. All of

the pre-Oligocene transitions in the Miller et al. (2005a) record are of a small enough magnitude
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to be explained by the formation or loss of isolated ice caps in the Antarctic mountain regions

(Miller et al., 2008b). Only the larger sea level transition at the EOT would require growth of

a continental sized Antarctic ice sheet.

A potential problem with this hypothesis is that it is dependent on the existence of high-

topographic regions during the Late Cretaceous and Eocene. However, the paleo-topography of

Antarctica is poorly known. Although some authors suggest that uplift of the trans-Antarctic

mountains began in the Cretaceous (Fitzgerald, 2002), others place uplift much later, in the

Eocene (ten Brink et al., 1997). The hypothesis of Miller et al. (2008b) partially breaks down

if trans-Antarctic mountain uplift did indeed occur more recently. However, even if the trans-

Antarctic mountains were not uplifted, the other high-elevation regions of the Gamburtsev

Mountains and Dronning Maud Land could have harboured isolated ice caps; indeed, the Gam-

burtsev Mountains are considered to be the major early ice nucleation centre for ice growth

(Huybrechts, 1993; DeConto and Pollard, 2003a,b) and to have formed considerably before the

Cenozoic (e.g., Cox et al., 2010).

Browning et al. (1996) looked at links between �18O data in the Eocene with an earlier

version of the NJ sequence stratigraphy sea level record. They suggested that increases in

benthic and planktonic �18O correlate well with hiatuses in the sea level record from the late

to middle Eocene onward (later than 43 � 42 Ma) and may suggest a glacioeustatic control.

There is little correlation in the earlier Eocene (49 � 43 Ma) between the sea level record and

the �18O record, meaning that a glacioeustatic control is unlikely. Therefore, they suggest that

the late to middle Eocene (43 � 42 Ma) could mark the onset of Antarctic glaciation. This is

consistent with the timing of the first step (⇠44�42 Ma) in the two-step model. This is slightly

earlier than proposed by Billups and Schrag (2003) as the possible onset of glaciation. They

suggested that the good agreement between their Mg/Ca record and the benthic �18O record

in the early Eocene implied DST as a sole control on benthic �18O . From ⇠40 Ma the Mg/Ca

record diverges from the �18O record, suggesting that ice growth may have started to a↵ect the

benthic �18O ratios (Billups and Schrag, 2003).

If ephemeral glaciation did begin in the late to middle Eocene and ice caps were present in

Antarctica, then it would seem likely that the rapid increase in atmospheric CO2 during the

MECO (⇠40 Ma) (Bijl et al., 2010) would have had an impact on ice volumes. This event is

characterised by a rapid and large decrease in benthic �18O (Zachos et al., 2008). This benthic

�18O shift suggests a rapid increase in DSTs, which may have been combined with decreasing
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ice volume. If this shift in benthic �18O was due to surface warming alone then it would require

an increase in DST of ⇠4 � 5 �C (Bijl et al., 2010). Bijl et al. (2010), using both TEX86 and

Uk’
37 inferred a surface warming of 3 �C and 6 �C, respectively. This means that if this surface

warming reached the deep sea, a reduction in ice volume is not needed to explain the large

benthic �18O shift at the MECO (Bijl et al., 2010). This would suggest that either ice sheets

were not present prior to this event or that they were not significantly a↵ected by this rapid

but brief warm interval.

Dawber et al. (2011) suggested that stratigraphic sequences from the Hampshire Basin,

United Kingdom, show large amplitude regional water depth changes in the middle Eocene. A

negative benthic �18O excursion at the same site, comparable to the MECO �18O excursion seen

in open ocean sites (Bohaty et al., 2009), correlates with a large regional increase in water depth

(Dawber et al., 2011). Although it is di�cult to determine the cause of this regional change

in water depth at the MECO, glacioeustasy is a possibility (Dawber et al., 2011). Dawber and

Tripati (2011) could not precisely identify the MECO in their high-resolution middle Eocene

benthic �18O record from Site 1209 in the Pacific. However, they did identify multiple �18O

excursions in the middle Eocene (at ⇠44�43 Ma, ⇠42�40 Ma and ⇠39�38 Ma), which could

not be reconciled with Mg/Ca based DST estimates from the same site. Although there are age

model uncertainties, these events appear to correlate with sequences in the NJ record, including

step A (Kominz et al., 2008; Dawber and Tripati, 2011). This could suggest that these �18O

excursions were caused in part by a change in ice volume (Dawber and Tripati, 2011).

In the smoothed sea level record used in this chapter, the period between 44 Ma and 34

Ma shows little sea level variation. However, the raw sea level record does show significant

fluctuations (Kominz et al., 2008). Even if isolated ice caps formed at step A, it is likely that

they were ephemeral in this 10 Ma period in order to explain the continued sea level fluctuations

in the raw record, whereas step A represents a permanent shift in our DST to sea level crossplot

(Figure 2.11). Additionally, the large sea level fall at the EOT, if it can be explained solely by

the formation of ice on Antarctica, requires that there was very little ice on Antarctica before

the event (Miller et al., 2009b). A closer analysis of the �18O data suggested that the EOT (step

B) also occurred in two steps, representing the isolated ice cap phase prior to full inception of

a continental sized East Antarctic Ice Sheet (Coxall et al., 2005). The two-step function in this

chapter might not represent the noise in the data. In summary, while we are confident that

there is a glacioeustatic origin behind step B, there is limited supporting evidence for step A

in the middle Eocene being caused by glacioeustasy, although this arguably remains the best
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explanation for this large and relatively rapid sea level fall in the NJ sea level record.

An independent means of determining the origin of the two steps in our crossplot is the

synthetic �18O record created from the sea level and temperature data for comparison with the

benthic �18O stack (Section 2.2.3). Although there is an increase in the synthetic �18O record

at step A, there is no obvious increase in the benthic �18O record at the same period in the

Eocene (Figure 2.12; Zachos et al., 2008). Therefore, the global compilation of benthic �18O

data do not lend support to step A being caused by glacioeustasy and instead, perhaps, points

to either regional tectonic influence on the NJ record or ocean basin changes at this time. When

interpreting these steps, it is important to bear in mind the large sources of uncertainty in the

NJ sea level record.

2.3.2 Causes of nonlinearity in the temperature to sea level relationship

It is useful to separate the nonlinearities that might be expected in the relationship between

temperature and sea level into two types: (1) as seen in some ice sheet modelling studies (Huy-

brechts, 1993; Pollard and DeConto, 2005; Langebroek et al., 2009) where a small temperature

forcing, near the glacial threshold, generates a large change in ice volume, and (2) caused by

the di↵erent glacial thresholds of Northern and Southern Hemisphere glaciation and the ice

sheet carrying capacity of the Antarctic continent (de Boer et al., 2012a). The steps that are

shown in the DST against sea level plots may suggest the first type of nonlinearity, where a

small temperature change leads to a large sea level change. However, as we have discussed, it

is likely that data artefacts alter, enhance, or even generate these steps. The lack of cooling in

the DST record of Lear et al. (2000) at the EOT is most likely responsible for the steepness

of step B, and there is uncertainty as to whether step A in the Eocene is due to glacioeustasy.

Additionally, the EOT step is not seen in the surface temperature plots (Figures 2.2 and 2.3).

Instead, we suggest that the second type of nonlinearity mentioned above is more evident in

the data.

Both the one-step and two-step functions suggest that once a large continental sized EAIS

has formed, sea level becomes less sensitive to changing DST; the function asymptotes toward

modern sea level and temperature. There is a gap in the sequence stratigraphy sea level data

set between 10 and 0 Ma (Kominz et al., 2008), and so the temperature-sea level relationship

is not represented in this time period. The sea level record of Miller et al. (2005a) uses a

calibration of the benthic foraminifera �18O record for this time period. Between 10 and 3
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Ma in the Miller et al. (2005a) record there is very little sea level variation prior to large sea

level fluctuations starting ⇠3 Ma associated with the formation of the Northern Hemisphere ice

sheets and Pleistocene glacial cycles. In the modelling work of de Boer et al. (2010, 2012a) sea

level is also remarkably stable in the period 10 � 3 Ma, with the majority of variation in the

input �18O data explained by temperature variation. Therefore, the lack of data for the period

of 10� 0 Ma does not significantly a↵ect this conclusion, although ideally a complete sea level

record for this period is needed.

The relationship between both deep-sea and surface air temperature and sea level has pre-

viously been studied for temperatures colder than present (Rohling et al., 2009; Siddall et al.,

2010a,b). These studies suggest that there is also an asymptotic relationship toward modern

sea level from colder temperatures (Rohling et al., 2009; Siddall et al., 2010a,b). The work on

temperature and sea level relationships for temperatures colder than present, in addition to

this chapter and the work of de Boer et al. (2010), suggests that the present interglacial state

is relatively stable in the context of sea level variations over the past 50 Ma, while supporting

the existence of “critical thresholds” within the Earth’s climate system. The “warm threshold”

corresponds to the early Cenozoic major East Antarctic glaciation, whereas the “cold threshold”

corresponds to the major Northern Hemisphere glaciations of the Pleistocene. In between these

two large thresholds are the glaciations of the West Antarctic and Greenland, which we cannot

resolve in this analysis because of the large errors (>10 m) in the sea level data used.

2.4 Summary

In this chapter, the relationship between sea level and DST has been synthesised using the

Mg/Ca DST record of Lear et al. (2000) and the regional sequence stratigraphy sea level record

from the NJ margin (Kominz et al., 2008). This DST to sea level relationship may di↵er from

the surface temperature to sea level relationship on this long timescale if the surface to DST

gradient has changed, which could have occurred because of ocean circulation (Nong et al.,

2000; Najjar, 2002; Cramer et al., 2009; Katz et al., 2011). We emphasise the significant sources

of error and the regional nature of the currently available long-duration data sets. We have

investigated the relationship at the low temporal resolution of the available DST data, ⇠1 Ma,

as such some of the higher-frequency details of the sea level record are not included. In addition

to the DST data, we have used SST data across the EOT, as this is a period of major sea level

change and a period poorly represented by the current Mg/Ca DST records.
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Di↵erent functions, justified by previous publications (Huybrechts, 1993; Pollard and De-

Conto, 2005; Archer, 2007; de Boer et al., 2010), have been fitted to the data. Important

constraints, for example, that a function should pass through modern sea level and temper-

ature, mean that it is unlikely that there is a linear relationship between DST and sea level

or high-latitude Southern Hemisphere SST and sea level. However, the relationship between

low-latitude temperature and sea level remains ambiguous and could be explained by a linear

relationship. A linear function is not consistent with ice sheet modelling studies (Huybrechts,

1993; Pollard and DeConto, 2005; de Boer et al., 2010).

Nonlinear functions, in both one-step and two-step forms, are a more plausible fit to the DST

and Southern Hemisphere high-latitude data against sea level plots. It is di�cult to determine

whether the single-step or two-step function is the most appropriate function given the wide

errors in the currently available data. The two-step hypothesis originates from GCM and ice

sheet modelling studies where ice build up on Antarctica occurs nonlinearly in a series of steps in

response to declining atmospheric CO2 and temperature (Pollard and DeConto, 2005). The first

step occurs with the formation of isolated ice caps in the mountain regions of Antarctica before

the formation of a continent sized ice sheet in the second step. We underline an important caveat

of using the NJ sea level record: the long-term sea level change contains thermosteric and ocean

basin volume components and potentially regional tectonic e↵ects. The two-step hypothesis is

a glacioeustatic concept, yet when it is applied to the DST and sea level data in this chapter it

shows a greater sea level range (⇠75 m in the two steps, 100 m in total) than can be explained

solely by the formation of the modern ice sheets (⇠43 � 54 m as seen from the NJ margin).

Additionally, the first step occurs at ⇠44 � 42 Ma, implying that large, permanent Antarctic

ice caps formed in the Eocene, for which there is at present limited supporting evidence. The

second step at the EOT in the DST against sea level plot is, at least in part, an artefact of the

lack of cooling in the Lear et al. (2000) Mg/Ca DST data set across the EOT. A steep step is

not apparent for the SST against sea level plots for the EOT.

The asymptotic relationship between modern temperature and sea level relative to glacial

temperatures (i.e., cooler than present, Rohling et al., 2009; Siddall et al., 2010b) or pre-

Pleistocene temperatures (i.e., warmer than present, this chapter) suggests that the present

interglacial state is relatively stable compared to the overall sea level change observed for the

past 50 Ma. However, the implied nonlinear relationship in the DST and high-latitude Southern

Hemisphere SST data suggests there are large sea level thresholds for temperatures warmer and

colder than present. These are caused by the di↵erent glacial thresholds for Northern Hemi-
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sphere and Southern Hemisphere glaciation and the size of the Antarctic continent restricting

further growth of the East Antarctic Ice Sheet. Given the significant limitations of the currently

available DST data, due in part to uncertainties in the past seawater Mg/Ca concentration, it

is di�cult to determine precisely the temperatures of these thresholds. Unfortunately, the un-

certainties within the sea level and temperature proxy data used here are currently too large to

resolve potential thresholds associated with smaller-scale glaciation (e.g., <10 m, which could,

for example, include the Greenland Ice Sheet and West Antarctic Ice Sheet).

The sea level to temperature relationships in this chapter are based on long-term changes

(>1 Ma), which, given that the response time of the ice sheets is <1 Ma (Miller et al., 2005a),

we assume is representative of the major ice sheets and sea level in near equilibrium with the

climate. Therefore, this relationship is not directly applicable to anthropogenic warming on a

centennial timescale. In addition, the current uncertainties in the sea level and temperature

proxies used in this chapter precludes an assessment of thresholds that may potentially be as-

sociated with todays least stable continental ice sheets (the West Antarctic Ice Sheet and the

Greenland Ice Sheet). Hysteresis e↵ects mean that any thresholds are likely to be at higher

temperatures for warming than for cooling (we explore this in detail in Chapter 5); this chapter

uses Cenozoic data that predominantly show cooling. The temperature thresholds visible in the

figures should therefore be seen as low estimates. The temperature to sea level relationships

investigated in this chapter use data over a very long time period, which includes significant

tectonic change, continental movement, mountain building, and ocean circulation change. All

of these e↵ects could have an influence on the palaeo-long-term sea level to temperature re-

lationships and are not relevant to short-term future warming. These important caveats are

relevant to all attempts at temperature to sea level synthesis on this long timescale, including

that shown in this chapter.
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Chapter 3

Ice sheet modelling – methods and

evaluation

This thesis makes use of existing climate model simulations from a variety of sources, no new

climate simulations were performed for this thesis. All ice sheet model simulations shown in

this thesis were performed by the author, unless otherwise stated.
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3.1 Introduction

To address the overall aims of this thesis we use ice sheet modelling to investigate variations

in sea level on million-year timescales. Throughout the Cenozoic, the formation and melting

of the ice sheets has been the main cause of sea level variation (Miller et al., 2005a). By

using modelling, led by the insight gained from the data in the previous chapter, we can gain

further understanding of the broad relationship between the Earth’s temperature (whether that

is the average surface temperature or deep-sea temperature) and sea level. During periods

cooler than present the formation and retreat of the North American and Eurasian ice sheets

generated large sea level variations (Fairbanks, 1989; Clark et al., 2009). Although the Antarctic

ice sheets did expand in periods cooler than present (Anderson et al., 2002; Denton and Hughes,

2002; Huybrechts, 2002), they were largely constrained by the extent of the continent (de Boer

et al., 2010, 2012a). The East Antarctic ice sheet was arguably more dynamic in past warm

periods (Wilson, 1995; Zachos et al., 2001a) and contributed to large sea level fluctuations in the

Oligocene (33.9�23.0 Ma) and Miocene (23.0�5.3 Ma), and possibly the Eocene (55.8�33.9 Ma;

Miller et al., 2005a, 2008b). In this thesis we focus on the formation of the large ice sheets, by

modelling the Northern Hemisphere ice sheets during the last glacial cycle (⇠120 ka � present)

and also the formation of the East Antarctic ice sheet at the Eocene-Oligocene transition (EOT).

In this chapter we discuss the di↵erent model components required to simulate the long term

(104 � 107 year) evolution of the ice sheets.

The Quaternary (2.6 Ma � present) is a relatively data-rich time period in the context of

paleoclimate and includes several cycles of large-scale glaciation and deglaciation (Martinson

et al., 1987; Lisiecki and Raymo, 2005), it is therefore a good test period for ice sheet modelling.

This is the period we address first, by modelling the North American and Eurasian ice sheets

through the last glacial cycle. There is also a large body of ice sheet modelling literature for

this period from which to draw (e.g. Pollard, 1982; Oerlemans, 1982; Abe-Ouchi and Blatter,

1993; Siegert et al., 2001; Zweck and Huybrechts, 2005; Abe-Ouchi et al., 2007; Ganopolski

et al., 2010; Gregoire et al., 2012). Modelling this period is not straightforward and there are

a number of challenges still subject to much debate, such as the mechanism(s) for deglaciation

(e.g. Anderson et al., 2009; Ganopolski et al., 2010; Shakun et al., 2012) and the cause(s) of the

Mid-Pleistocene transition (e.g. Raymo et al., 2006; Bintanja and van De Wal, 2008; Elderfield

et al., 2012). We do not attempt to enter such debates here, and focus on using the last glacial

cycle in order to test our modelling approach. What we learn from modelling the Northern
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Hemisphere ice sheets through the last glacial cycle will be applied to our modelling of the East

Antarctic ice sheet at the EOT and contribute to our assessment of the qualitative uncertainty

in our approach. This objective should be borne in mind when considering the results of this

chapter – we are not just attempting to model the last glacial cycle, we are attempting to

model the last glacial cycle with a method which can then be applied on much longer timescales

and to other regions. It should also be noted that simulating the Northern Hemisphere ice

sheets through the last glacial cycle may present additional challenges that are not relevant to

simulation of the EAIS. In the Northern Hemisphere, the pattern of ice growth is arguably more

complex due to the growth and coalescence of multiple ice sheets. It is therefore possible that

this is an overly stern test of our modelling approach.

It would be desirable to directly couple a complex climate model to an ice sheet model

(ISM) in order to fully represent any feedbacks between these two systems (Pollard, 2010;

Blatter et al., 2011). However, due to limitations of computing power this is presently not

feasible for the very long duration simulations (104 � 107 years) performed for this thesis. Such

a coupling is only presently feasible for centennial-scale simulations (Blatter et al., 2011). In this

chapter, various methods of accounting for potential feedbacks from the growth of an ice sheet

on the climate system are discussed, ultimately leading to a preferred method for indirectly

coupling a climate model to an ISM. We use a suite of climate model simulations of the last

glacial cycle to test these various methods (Singarayer and Valdes, 2010; hereafter referred to

as the BBC simulations because they were originally commissioned by the British Broadcasting

Corporation for their TV series The Incredible Human Journey). The ice sheets respond to

various climate forcings, such as changes in the Earth’s orbit or atmospheric greenhouse gas

(GHG) concentrations (e.g. Abe-Ouchi et al., 2007). The BBC simulations were performed

with various climate forcings included and others kept constant (Singarayer and Valdes, 2010).

We can therefore use the BBC simulations as a control to test our parameterisation of each of

the major climate forcings.

3.2 The ice sheet model

The Glimmer ISM used in this thesis follows the conventions of a number of previous large-

scale, whole ice sheet ISMs (e.g. Huybrechts, 1993; Abe-Ouchi and Blatter, 1993; Ritz et al.,

1997; DeConto and Pollard, 2003a). It makes use of the shallow ice approximation (SIA), a

simplification of the ice sheet physics that significantly reduces computational expense (Hutter,
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1983). Although higher-order and full Stokes ice sheet models exist (e.g. Morlighem et al.,

2010; Seddik et al., 2012), their computational expense currently prohibits their use for the

very long duration (104 � 107 years), whole ice sheet simulations conducted in this thesis. For

example, Seddik et al. (2012) limited their simulations of the Greenland ice sheet using a full

Stokes model to 100 years due to the computational expense of the model. The use of the SIA

approximation prohibits the accurate simulation of ice streams or the transfer of mass across

the grounding line from terrestrial ice to floating ice shelves. In this thesis we focus on the

slow response of the large and predominantly terrestrial ice sheets on long timescales. Similar

to previous studies, we consider the SIA acceptable for these purposes (DeConto and Pollard,

2003a).

The mechanics of the Glimmer ice sheet model are fully documented in Rutt et al. (2009),

but are summarised here for convenience. The evolution of ice thickness (H = s � h, where s

is the elevation of the ice surface and h is the elevation of the bed) is based on the continuity

equation for an incompressible material:

@H

@t
= �r · (ūH) +B � S, (3.2.1)

where t is time, r is the horizontal divergence operator, ū is the ice velocity vector (u = u, v)

averaged over the ice thickness, B is the surface mass balance and S is the basal melt rate.

This equation states that local ice thickness varies over time based on ice flow (first term on

right-hand side), the surface mass balance and the melting or freezing of ice at the base of the

ice sheet. Each of these 3 components will be dealt with in turn, starting with the surface mass

balance. Additional components of the ice sheet model, which calculate the geothermal heat

flux and solid earth deformation through isostasy are also described.

3.2.1 Surface mass balance

The surface mass balance (B) of an ice sheet is calculated from the inputs of mass (precipitation;

P ) minus the outputs of mass (ablation; a). There are various approaches for representing the

surface mass balance in an ISM. Here we use the precipitation and temperature output from a

climate model to calculate the mass balance, using the commonly adopted positive degree day

(PDD) scheme to calculate ablation (Reeh, 1991). The PDD scheme is based on the assumption
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Figure 3.1: Schematic of the di↵erent model components. Part of the GCM grid for HadCM3 is shown

in green, the ice sheet is rendered at the much finer resolution grid of the ice sheet model (20 ⇥ 20 km

for Antarctica), the z-axis is exaggerated. Note the di↵erent projections and spatial resolutions of the

climate model and ISM. The ice shelves are highlighted in red and cannot be simulated by the version of

Glimmer used in this thesis

that the total annual ablation is related to the annually integrated surface air temperature above

freezing point.

The mean annual air temperature T̄
a

and annual air temperature half range �T
a

are cal-

culated from the monthly surface air temperatures (T
a

) output from the climate model. Daily

surface air temperatures T’
a

are then calculated assuming a sinusoidal cycle with random vari-

ations.
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where A
t

is the period of the year and random variations R are applied with a mean of 0 �C and

a standard deviation �
T

of 5 �C. The number of positive degree days D
p

can then be calculated

using equation 3.2.3 (Reeh, 1991):
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70



The number of positive degree days is related to a total melt amount using separate empir-

ically based degree day factors for the melting of snow ↵
s

and of ice ↵
i

(Braithwaite, 1995).

The potential for some melt to be retained in the snowpack is accounted for, as is the melting

of snow prior to the melting of ice. Depending on the potential amount of melt, total amount

of precipitation and the refreezing capacity of the snowpack, one of three outcomes is possible:

a =

8
>>><

>>>:

0 if a
s

< b0

a
s

� b0 = ↵
s

D
p

� b0 if b0 < a
s

< P

a
s

+ a
i

= P � b0 + ↵
i

(D
p

� P/↵
s

) if a
s

> P

, (3.2.4)

where b0, the refreezing capacity of the snowpack, is first calculated as a fraction of precipitation

b0 = w
max

P , with the parameter w
max

set to a default value of 0.6. Equation 3.2.4 also first

requires the potential amount of snow melt, which is calculated as a
s

= ↵
s

D
p

. As can be

seen from equation 3.2.4 if the potential snowmelt is less than the refreezing capacity of the

snowpack, there is no melt. If the potential snowmelt is greater than the refreezing capacity

of the snowpack, but less than total precipitation, then some snowmelt occurs. Finally, if the

potential snowmelt is greater than the total precipitation then there is additional ice melt (Rutt

et al., 2009), i.e. the mass balance B becomes negative.

Although the PDD surface mass balance scheme is widely used for both paleoclimate and

future simulations (e.g. Ritz et al., 1997; DeConto and Pollard, 2003a; Ridley et al., 2005; Lunt

et al., 2008), it does have limitations. Because the PDD factors are based on modern empirical

relationships there is uncertainty as to how applicable the PDD surface mass balance scheme

is to studies of future climates (Bougamont et al., 2007) and palaeoclimates, especially under

a di↵erent astronomical configuration (van de Berg et al., 2011). For example, van de Berg

et al. (2011) using a regional climate model suggested that only 55% of the reduced surface

mass balance of the Greenland ice sheet during the last interglaciation was a result of changes

in ambient temperature. The remaining reduction in the surface mass balance was a result

of changes in insolation (van de Berg et al., 2011). To simulate the reduced Greenland ice

sheet during the last interglaciation required tuning of the PDD factors to enhance the ambient

temperature contribution to the lower surface mass balance (van de Berg et al., 2011). If the last

interglaciation were considered an analogue for future warming then these tuned PDD factors
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could overestimate the surface melt from ambient warming (van de Berg et al., 2011).

Alternatives to the PDD surface mass balance scheme exist, such as physically based energy

balance models (e.g. Bougamont et al., 2005; Calov and Ganopolski, 2005), however these also

have limitations. Energy balance models require additional climate input variables (Bougamont

et al., 2005). The additional variables required by such energy balance models may include the

cloud cover, wind speed, relative humidity, surface pressure and the incoming longwave- and

shortwave-radiation (Bougamont et al., 2005; Calov and Ganopolski, 2005). The representation

of clouds is a known weakness of HadCM3 (Pope et al., 2007), a GCMwhich has been widely used

for paleoclimate applications (Lunt et al., 2007; Haywood et al., 2010; Singarayer and Valdes,

2010; Taylor et al., 2012) and which we use in this chapter. Ganopolski et al. (2010) used

an energy balance model for their simulations of the Northern Hemisphere ice sheets during

the last glacial cycle. Although the surface mass balance scheme is physically based, many

of the required input variables are parameterised within an intermediate complexity climate

model (Ganopolski et al., 2010). Although we can criticise the PDD surface mass balance

because of its reliance on modern empirical relationships, for paleoclimate applications the

more complex energy balance approach also has limitations due to its reliance on additional,

and often parameterised, climate variables.

3.2.2 Ice flow

The Glimmer ice sheet model makes use of the commonly adopted shallow ice approximation

for simulating the flow of grounded ice (Hutter, 1983). This approximation is considered valid

if the spatial extent of the ice sheet greatly exceeds its thickness (height / width ⌧ 1). In

this instance the ice surface and bedrock slopes are su�ciently small to ignore the normal stress

components (�
xx

,�
yy

,�
zz

) and longitudinal shear stresses (⌧
xy

, ⌧
zy

, ⌧
yx

, ⌧
zx

) (see Figure 3.2; Van

der Veen, 1999). Only horizontal shear stresses, the gravitational driving stress and basal drag

are represented. The horizontal shear stresses (⌧
xz

and ⌧
yz

) are calculated as follows:

⌧
xz

(z) = �⇢
i

g(s� z)
@s

@x
, (3.2.5)

⌧
yz

(z) = �⇢
i

g(s� z)
@s

@y
, (3.2.6)

where ⇢
i

is the density of ice, which remains constant (there is no compaction), and g is accel-
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Figure 3.2: Schematic of the ice sheet mechanics of the Glimmer ISM. The components highlighted in

red, such as the ice shelves, are not represented.

eration due to gravity. The way ice deforms when stresses are applied depends on its rheology.

The ice rheology is represented in the numerical model using Glen’s flow law (Van der Veen,

1999; Rutt et al., 2009):

"̇
xz

= A(T ⇤)⌧n�1
⇤ ⌧

xz

, (3.2.7)

"̇
yz

= A(T ⇤)⌧n�1
⇤ ⌧

yz

. (3.2.8)

Deformation is shown as a strain rate "̇, A is the temperature dependent flow law coe�cient,

⌧⇤ is the e↵ective shear stress
�
⌧⇤ = (⌧2

xz

+ ⌧2
yz

)1/2
�
and n is the flow law exponent, typically

given a value of 3 (Blatter et al., 2011). As the flow law is temperature dependent, absolute

temperatures (T ⇤), corrected for the influence of pressure on the melting point, are calculated

throughout the ice column. Values for A have been approximated based on experiment, with

the following Arrhenius relationship commonly adopted:
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A(T ⇤) = fa0e
�Q/RT

⇤
, (3.2.9)

where f is the tuneable flow enhancement factor, a0 is a temperature independent material con-

stant, Q is the activation energy for creep and R is the universal gas constant. The flow enhance-

ment factor is included to account for non-uniformites in the ice crystal structure (anisotropy),

for pure isotropic ice a value of 1 should be used (Blatter et al., 2011). Values for f typically

vary between 1 and 5, with higher values also found in the literature (Tarasov and Peltier, 2004;

Ganopolski et al., 2010), higher values lead to increased ice flow. Using the above equations, it

is possible to derive the vertical gradient of u (the ice velocity vector):

@u

@z
= �2A(T ⇤)(⇢

i

g(s� z))n|rs|n�1rs. (3.2.10)

Integrating with respect to z gives the horizontal velocity profile:

u(z)� u(h) = �2(⇢
i

g)n|rs|n�1rs

Z
s

h

A(s� z0)ndz0, (3.2.11)

where u(h) is the basal velocity, which can be set to zero if basal sliding is turned o↵. Experi-

ments are conducted in this thesis with basal sliding turned both on and o↵. If turned on, the

basal velocity is calculated as proportional to the basal shear stress (Payne, 1995):

u(h) = �B
s

⇢
i

gHrs. (3.2.12)

The basal sliding parameter B
s

can be assigned in various ways and can vary spatially across

the ice sheet domain B
s

= B0(x, y). The basal sliding parameter can also be set to vary

if meltwater (B
wat

) is present at the ice sheet bed. It should be noted that the validity of

including basal sliding in a shallow ice approximation model is questioned (Bueler and Brown,

2009). Integrating equation 3.2.11 again with respect to z gives the vertically averaged ice

velocity vector ū :

ū = � 2

H
(⇢

i

g)n|rs|n�1rs

Z
s

h

Z
z

h

A(s� z0)ndz0dz + u(h). (3.2.13)
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3.2.3 Thermodynamics and basal melt rate

As noted above, the ice flow law (equations 3.2.7 and 3.2.8) contains a temperature dependent

term, as ice becomes more viscous with increasing temperature. It is therefore necessary to

calculate temperatures throughout the ice column using:

@T

@t
=

k
i

⇢
i

c
i

✓
r2T +

@2T

@z2

◆
� u ·rT +

�

⇢
i

c
i

� w
@T

@z
, (3.2.14)

where k
i

is the thermal conductivity of ice, c
i

is the specific heat capacity of ice, � is the heat

generated by internal friction (calculated from the horizontal shear strain rate and stresses) and

w is the vertical velocity. In this equation, the first term on the right is the vertical di↵usion

of heat (horizontal di↵usion is assumed minimal), the second term is horizontal advection, the

third term is internal heat generated by friction and the final term is vertical advection. At

the surface, ice temperatures are calculated from the mean annual surface temperature. At the

base of the ice sheet, heat is provided by the geothermal heat flux (G) and basal friction. Ice

temperatures are kept constant at the pressure melting point, with excess heat used to calculate

the basal melt rate (S):

S =
k
i

⇢
i

L

✓
@T ⇤

@z
� @T

@z

◆
, (3.2.15)

where L is the specific latent heat of fusion. The geothermal heat flux can be set to a constant

value or can be allowed to vary across the ice sheet domain (Rutt et al., 2009).

3.2.4 Isostasy

The Glimmer ISM includes various representations of the isostatic loading and unloading of

the lithosphere and asthenosphere with the build-up and melting of ice. The model has two

layers, a thin lithosphere floating on top of the asthenosphere. The lithosphere can either

be described as local, in which case there are no lithospheric e↵ects and the ice e↵ectively

floats on the asthenosphere, or it can be elastic, in which case it has some flexural rigidity
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which a↵ects the geometry of the isostatic response (Lambeck and Nakiboglu, 1980). The

asthenosphere can either be treated as a non-viscous fluid, in which case isostatic equilibrium

is reached immediately, or it can be set to respond slowly with a relaxing asthenosphere. With

the relaxing asthenosphere, a characteristic time constant is estimated and the rate of response

is assumed to be proportional to the di↵erence between the loaded equilibrium and the current

profile, and inversely proportional to the time constant. In this thesis a relaxing asthenosphere

is used with a time constant of 3,000 years, coupled with an elastic lithosphere (Rutt et al.,

2009).

3.2.5 Marine margin

The version of the Glimmer ISM used in this thesis currently has no representation of floating

ice, therefore it cannot simulate ice shelves. When ice reaches the marine margin it is simply

removed through calving (either all of the ice reaching the margin is removed or some fraction

is removed). This is clearly a problem when attempting to simulate the modern West Antarctic

ice sheet, where large parts of the ice sheet are grounded below sea level and stabilisation is

provided by buttressing from the surrounding ice shelves. Although some ice does grow on the

terrestrial parts of West Antarctica in simulations using the Glimmer ISM, a full WAIS cannot

form due to these missing processes. This problem is common to all shallow ice approximation

ISMs.

In a previous study using the Glimmer ISM (Gregoire et al., 2012), ice growth across shallow

seas was enabled by significantly lowering the marine margin (e↵ectively lowering sea level).

This approach has also been adopted in other SIA studies (Tarasov and Peltier, 1999; Abe-

Ouchi et al., 2007). This allows the spread of ice across the continental shelf. This is necessary

to simulate the growth of the Laurentide ice sheet across Hudson Bay, or the spread of the

Eurasian ice sheets across the North Sea and Baltic Sea, for example. A problem with this

solution is that it increases the accommodation space of the ice sheet, potentially leading to a

large overestimate of the ice sheet size. An alternative approach is to impose a fixed grounding

line, for example based on reconstructions of the LGM ice sheet extent or sea level records

(Siegert et al., 2001). Both of these solutions lead to the growth of an ice sheet across shallow

seas for the wrong physical reasons.

Alternative hybrid ISMs exist which make use of the SIA for the main grounded part of the

ice sheet but have an alternative scheme for ice shelves, the shallow shelf approximation (SSA).
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The SIA allows deformation of grounded ice by horizontal shearing, with basal drag balancing

the gravitational driving stress. For a floating ice shelf, the SSA assumes there is negligible basal

drag and the main deformation is through longitudinal stretching, which balances the driving

stress. Areas where both types of flow are relevant, e.g. across the grounding line and for ice

streams, are more problematic (Van der Veen, 1999). The hybrid model of Pollard and DeConto

(2009, 2012b) uses a parameterisation for the flow of ice across the grounding line based on the

theory of Schoof (2007). This allows for the migration of the grounding line and the transfer of

ice across the grounding line from one flow regime to another (Pollard and DeConto, 2012b).

This thesis includes results from the Glimmer (SIA-only) ISM and focuses on the formation

of the large and predominantly terrestrial ice sheets (i.e. not the WAIS). We acknowledge that

the large ice sheets (the North American, Eurasian and East Antarctic) may have instabilities

resulting from marine processes (Winsborrow et al., 2010; Williams et al., 2010; Joughin and

Alley, 2011), and that because we are not able to correctly simulate these processes using the

Glimmer ISM we may overestimate the stability of these ice sheets.

3.2.6 Bedrock topography

The ISM operates over a limited region on a cartesian grid (the ISM domain). We run the

ISM over three regions in this thesis: North America, Eurasia and Antarctica. The Northern

Hemisphere simulations are for the last glacial cycle and the Antarctic simulations are for the

formation of the EAIS at the Eocene/Oligocene transition.

For the last glacial cycle simulations, the bedrock topography is the modern bedrock topog-

raphy. There are various bedrock topographies available for the EOT, the most basic is the

modern topography (Lythe and Vaughan, 2001) which is isostatically adjusted following the

removal of the Antarctic ice sheet and rotated into its EOT position. In addition, Wilson et al.

(2011) have created an EOT bedrock topography which takes into account rifting and replaces

sediment lost by erosion. We use both of these bedrock topographies in a later chapter. This

chapter focuses on last glacial cycle simulations of the Northern Hemisphere ice sheets.

The ISM can be initiated with varying ice sheet extents, although we typically initiate

from modern conditions for the last glacial cycle simulations and ice-free conditions for the

EOT simulations. The ISM is set to a horizontal resolution of 40 ⇥ 40 km for the Northern

Hemisphere simulations and 20 ⇥ 20 km for the smaller domain of the Antarctic simulations.

The ISM has 11 vertical levels, arranged as sigma levels (some fraction of ice thickness rather
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Figure 3.3: Northern Hemisphere bedrock topography, for North American and Eurasian domains. Ap-

proximate locations of regions referred to in the text: BC - British Columbia; HB - Hudson Bay; BI -

Ba�n Island; QB - Quebec; NS - North Sea; Bal - Baltic Sea; Bar - Barents Sea; NZ - Novaya Zemlya;

KS - Kara Sea; PP - Putorana Plateau. Data from Gregoire (2010)

sediment (Bs = 10 mm yr-1 Pa-1) bare rock (Bs = 0.5 mm yr-1 Pa-1) shallow sea (<500 m) deep sea (>500 m)

Figure 3.4: Bedrock topography for North America and Eurasia, showing regions of sediments and bare

rock. Also shown is the extent of shallow seas, over which ice is allowed to extend. Data from Gregoire

(2010)

than a fixed thickness) so that their depth varies as the ice thickness evolves.

The basal sliding parameter (B
s

) can be set to vary spatially if basal sliding is turned on.

This can vary depending on whether there are deep sediments underneath the ice sheet or bare

rock. We use 3 scenarios for the last glacial cycle simulations of the Northern Hemisphere ice

sheets, either no sliding (BS1), a uniform sliding (BS2, 10 mm yr�1 Pa�1) or a spatially varying

sliding (BS3). The spatially varying basal sliding parameter is based on the sediment maps

of Lakse and Masters (1997), following the method of Gregoire et al. (2012) (see Figure 3.4).
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Where there are shallow sediments (less than 20 m), the basal sliding parameter is set to a lower

rate of 0.5 mm yr�1 Pa�1 for bare rock. Everywhere else the basal sliding parameter is set to

a rate of 10 mm yr�1 Pa�1.

In Figure 3.4 we also highlight the shallow seas (< 500 m deep) over which the ice sheet is

allowed to grow. This is due to the previously discussed problem of representing the marine

margin using the Glimmer ISM. Because the continental shelf will be pushed down as the ice

sheets grow due to isostasy and the water depth will increase, the shallow seas highlighted here

are at their maximum extent. The border between the shallow and deep seas, which we fix

at 500 m depth, will retreat slightly towards the continent as the ice sheet grows. Note that

eustatic sea level does not change within the ice sheet model during a simulation, even if a large

ice sheet forms.

3.3 Climatology

In order to calculate the surface mass balance, the ISM requires some representation of the

climate. Approaches include using a parameterised climate or a climate model (e.g. Pollard,

1982; Pollard and DeConto, 2009; Huybrechts, 2002; DeConto and Pollard, 2003a; de Boer et al.,

2010; Ganopolski et al., 2010). Parameterisations include simple temperature relationships

based on latitude (e.g. Pollard, 1982), to more complex translations of deep-sea temperature

records (Pollard and DeConto, 2009; de Boer et al., 2010) or ice core records using a glacial index

(Huybrechts, 2002; Zweck and Huybrechts, 2005; Charbit et al., 2007). A limitation of such

parameterisations is that they have to make assumptions about the geographic distribution

of temperature and precipitation based on a limited number of sites. This usually means

adopting the modern distribution and assuming it remains constant through time. Imposing a

parameterised climate on the ISM often implies that there is no or incomplete representation of

ice sheet feedback on the climate. Using a climate index to drive an ISM also imposes ice sheet

evolution on the ISM, limiting the use of this approach in determining causes of the glacial

cycles or for undertaking simulations of the future (Pollard, 2010).

Climate models are available in various orders of complexity. Lower complexity models have

a reduced number of equations which need to be solved by the model and/or have a reduced

resolution, but have the advantage of increased computational e�ciency (e.g. CLIMBER-2;

Calov and Ganopolski, 2005). This means that for certain applications, reduced complexity

climate models can be directly coupled to ice sheet models (Ganopolski et al., 2010). However,
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this reduction in complexity and increase in e�ciency has a disadvantage. The simplification of

the atmospheric physics means more processes need to be parameterised, often based on modern

observations. It is therefore likely that such models will become less reliable as they are applied

to periods significantly di↵erent from modern, such as paleoclimate applications (Pollard, 2010).

By reducing climate model resolution, a large discrepancy between the climate grid and the ISM

grid develops. For example the intermediate complexity climate model CLIMBER-2, with a

latitudinal resolution of 10� and a longitudinal resolution of 51� (equivalent to ⇠ 1110⇥2330 km

at 65�N) has been dynamically coupled to an ice sheet model with a resolution of approximately

100 km (Calov and Ganopolski, 2005).

3.3.1 Climate models

General Circulation Models (GCMs; also Global Climate Models) solve equations for fluid

dynamics and thermodynamics on a 3-D spherical shell. These equations stem from the laws

governing the conservation of mass, energy and momentum, the equations of state such as the

ideal gas law and the hydrostatic approximation in the atmosphere. They account for the

transport of various tracers, such as moisture in the atmosphere (McGu�e and Henderson-

Sellers, 2005). Various other processes are included that operate at a scale below that of the

climate resolution (such as the formation of clouds), these processes are parameterised, often

based on empirical relationships. Other components, such as vegetation, may be represented

by additional coupled models. Boundary conditions are fixed inputs which are imposed on the

GCM. These include the atmospheric concentration of greenhouse gases (if the GCM has no

carbon cycle model), solar insolation and the extent of the ice sheets. These boundary conditions

can be changed between di↵erent GCM runs (McGu�e and Henderson-Sellers, 2005).

The GCM can include an atmosphere or ocean, and the two systems can be dynamically cou-

pled to form ocean-atmosphere GCMs (OAGCMs). If the ocean is deemed to be less important

for the problem being addressed, then atmosphere-only GCMs can also be used. These may

have some representation of the ocean, often as a shallow slab, but no deep ocean (Thompson

and Pollard, 1997). This thesis makes use of simulations from both OAGCMs and atmosphere-

only GCMs. Because of the large archive of GCM simulations available to us, we make use of

the output from existing climate model simulations throughout this thesis.

The UK Met O�ce model HadCM3 is an OAGCM that was originally released in 1999 (Gor-

don et al., 2000). Although it has been superseded by subsequent versions (Pope et al., 2007), it
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remains popular for a number of applications, including paleoclimate and ensemble simulations,

due to its computational cheapness and relatively good climatology compared to subsequent

releases (Taylor et al., 2012; Rowlands et al., 2012). HadCM3 has a higher resolution ocean

grid (1.25� ⇥ 1.25�) than atmosphere grid (2.5� ⇥ 3.75�) in the horizontal, whereas HadCM3L

has the same lower resolution grid for the atmosphere and ocean. This results in HadCM3L

being approximately twice as fast to run than HadCM3. Due to this computational advantage

and the relative ease of changing boundary conditions (such as the land-sea mask) because of

its even grid, HadCM3L is a useful model that has been used in a number of paleoclimate

applications (Lunt et al., 2007; Haywood et al., 2010; Taylor et al., 2012) and future projections

(Rowlands et al., 2012).

The atmospheric dynamics of HadCM3 (HadAM3) are solved on a finite di↵erence grid, with

a resolution of 2.5� ⇥ 3.75� (approximately equivalent to a spectral resolution of T42), with 19

levels in the vertical and a time-step of 30 minutes (Gordon et al., 2000). The grid is constant in

latitude and longitude, therefore the grid boxes become increasingly small at higher latitudes as

the meridians converge towards the poles. This is useful when simulating the ice sheets, in that

the spatial resolution increases at higher latitudes. However, the increase in spatial resolution

at the poles can generate computational instabilities. A solution to this is to use a suitably

fast time-step or to incorporate filtering procedures (Pope and Stratton, 2002; McGu�e and

Henderson-Sellers, 2005).

There is a known cool bias in HadCM3 surface temperatures, this is particularly strong

during the Northern Hemisphere winter, especially over Eurasia. The cold bias extends over

North America, but is less pronounced, and there is a slight warm bias to the east of North

America (Pope et al., 2000). Over Antarctica, HadCM3 produces large temperature anomalies

when compared to the limited observational data. This varies from a strong warm bias over the

south pole, to a cold bias over most other regions where data exists. This temperature anomaly

is partially due to incorrect orographic height in the GCM over Antarctica. These temperature

anomalies are also caused by an overestimation of the low-level temperature inversion over

Antarctica (Turner et al., 2006).

3.3.2 Ice sheet - climate coupling

The di↵erent response times of the large scale ice sheet processes (103 � 105 years) and the

climate system (days to 103 years), and the vast computational expense of running complex
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Figure 3.5: Glimmer ISM forced with climate from 3 GCM runs with A) full and B) medium sized

Antarctic ice sheets and C) no Antarctic ice sheet. All other GCM boundary conditions (atmospheric

CO2 concentration, insolation) are equal. ISM started from ice-free conditions. Note the di↵erence in

ISM response to these di↵erent GCM boundary conditions, ice volumes output by the ISM are: A) 24.9

⇥106 km3; B) 7.2 ⇥106 km3 and C) 3.4 ⇥106 km3.

climate models (GCMs) presents a challenge when attempting to couple ice sheet models to

climate models (Pollard, 2010). For example, based on current computing power the FAMOUS

climate model (a faster version of HadCM3L) can simulate 120 years of climate per wall-clock

day (Smith et al., 2008), whereas whole continent sized ice sheet simulations of 104 � 107 years

using the SIA can be computed in a few days to weeks of wall-clock time (Pollard, 2010).

Reducing the complexity of a climate model goes some way to resolving this issue, but the

temporal mismatch still remains (Ganopolski et al. (2010) estimate that ISM is responsible for

only 1% of total CPU time in their simulations using a reduced complexity climate model and

SIA ISM).

One way around this problem adopted in a number of studies is to use a constant climate

forcing (Huybrechts and de Wolde, 1999; Lunt et al., 2008; Stone et al., 2010; Dolan et al.,

2011). This has advantages in that once a climate simulation has been performed; it is then

relatively easy (and quick) to run an ice sheet model simulation. This means many ice sheet
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model runs can be conducted exploring the ice sheet model parameter space. Typically with

this approach, the only feedback from the ice sheet model on the climate is from a change

in temperature as the ice sheet grows vertically through the atmosphere (height-mass balance

feedback). Other feedbacks, such as albedo feedbacks and changes in atmospheric circulation

are not represented. This is a problem if the ice sheet configuration in the climate model is

significantly di↵erent from that simulated by the ISM, because such a change in the climate

model boundary conditions can have a large impact on the climate (Hofer et al., 2012). An

example is given in Figure 3.5, where the GENESIS GCM is set-up in an identical way for 3

runs, except with a di↵erent Antarctic ice sheet extent. When an ISM is then forced with these

3 climates there is a very large di↵erence in ice volume, from 3�25⇥106 km3. This is due to the

presence of a large Antarctic ice sheet in the GCM, with albedo changes reducing temperature

and the height of the ice sheet generating changes in atmospheric circulation.

Another problem with constant forcing simulations is that they are often run to equilibrium.

This generally means running the ice sheet model until the change in ice sheet volume between

time-steps becomes very small. Depending on the size of the ice sheet and how far from equi-

librium the ice sheet was when it was initiated, this can take 50� 100 ka (Dolan et al., 2012).

This timescale is comparable to the frequencies of the major astronomical forcings, of preces-

sion (19 � 23 ka), obliquity (41 ka) and eccentricity (⇠100 ka) (Hays et al., 1976). Therefore

the climate which is forcing the ISM is no longer synchronous to its appropriate astronomical

forcing. This is illustrated in Figure 3.6.

Figure 3.6 uses GCM simulations from the last interglaciation to present. Only the astro-

nomical forcing changes in these simulations, with the greenhouse gas concentrations and ice

sheet extent in the GCM kept at modern. These simulations are then used to drive equilib-

rium ISM simulations of the Northern Hemisphere ice sheets. This is compared to a transient

simulation, where the ISM model is forced by linearly interpolating between these simulations

through time. By forcing the ISM with a constant astronomical forcing for 50 ka, the ice sheet

response to astronomical forcing is greatly exaggerated, especially as the ice sheets get larger.

In reality the forcing does not remain constant for 50 ka and the ice sheet never reaches equi-

librium with the climate. This is clearly evident from the much less extreme ice sheet response

in the transient simulation.

One solution to these problems is to asynchronously couple a climate model to an ISM, i.e.

sequentially running the climate model then running the ISM (see 1.3.2). This allows for a
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Figure 3.6: Comparison of transient simulation (black line) with equilibrium simulations (red dots) for

same astronomical only simulations. Note that by running the ISM for 50 ka with a constant forcing, the

ISM response to astronomical forcing is greatly exaggerated. The upper subplot shows solar insolation

for June 65�N.

delayed climate feedback to any change in the size of the ice sheets. This technique has been

used for very long simulations (106 years) of the EAIS (DeConto and Pollard, 2003a), but is still

relatively computationally expensive. An alternative approach is to build a multi-dimensional

matrix of climate simulations (the GCM matrix method), with a dimension for each of the

long-term climate forcings (atmospheric CO2, astronomical, ice sheet extent). The climate can

then be updated by interpolating between these di↵erent climate simulations (Pollard, 2010).

This is the method that is adopted and tested in this thesis.
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Figure 3.7: Schematic of the GCM matrix method, each box represents a GCM simulation with di↵erent

boundary conditions which cause a di↵erent climate forcing. The climate at the current time-step is

calculated by interpolating between these simulations

3.3.3 GCM matrix method

The GCM matrix used here has three dimensions for varying the astronomical forcing, at-

mospheric CO2 and ice sheet extent (see Figure 3.7). It may be possible to add additional

dimensions for other large-scale climate forcings, such as the uplift of mountain ranges or the

opening and closing of ocean gateways, though these are not included here. Adding too many

dimensions would result in a large increase in the number of simulations required, which would

defeat the purpose of adopting this method. The climate at the current time-step is calcu-

lated for each dimension in turn, starting with astronomical variability. Although we only show

equations for temperature, precipitation is calculated in the same way unless otherwise stated.

3.3.3.1 Astronomical forcing in the GCM matrix method

The astronomical forcing accounts for variations in the Earth’s orbit and obliquity which a↵ects

incoming insolation at the top of the atmosphere, resulting in changes in the surface climate

(T
i

). The astronomical dimension of the GCM matrix includes 3 simulations with di↵erent

astronomical configurations, categorised as cold T
c

, medium T
m

, and a warm T
w

, with respect

to the summer of the relevant hemisphere. Astronomical variability is commonly shown as a

time series of insolation for one latitude and month. This is typically June 65�N for Northern

Hemisphere glaciation (Paillard, 1998). We can therefore calculate the climate by interpolating

between 2 of the GCM simulations based on the insolation at June 65�N for our Northern
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Table 3.1: Summary of astronomical interpolation methods. For AST1-AST3 the target of optimisation

is a time series, i.e. the average insolation for the specified latitude and months. For AST4 and AST5

the target of optimisation is the specified area of the TOA insolation field.

latitude (�) month (m)

AST1 65�N June

AST2 65�N JJA

AST3 65�N 6 max

AST4 50-70�N JJA

AST5 all all

Hemisphere simulations (we will use January 70�S for our Antarctic simulations). This is based

on the method suggested by Pollard (2010) as is shown below:

T
i

=

8
<

:
T
m

+ I�Im
Iw�Im

(T
w

� T
m

) if I > I
m

T
c

+ I�Ic
Im�Ic

(T
m

� T
c

) if I  I
m

, (3.3.1)

where, I is the insolation at June 65�N for the current timestep, based on the astronomical

solutions of Laskar et al. (2004), and I
c

, I
m

and I
w

are the insolation values at June 65�N from

the GCM simulations. We test whether June (AST1) is the most suitable time period by also

testing June-July-August (JJA; AST2) and the 6 summer months (AST3).

Although it is common to represent astronomical variability as a 1-dimensional time series,

astronomical variability in a climate model is actually realised as a changing 2-dimensional

field of top of the atmosphere (TOA) insolation by latitude � and month m (see Figure 3.8).

This TOA insolation field depends on the parameters for the Earth’s orbit (eccentricity and

precession) and obliquity. We therefore explore an alternative method for interpolating between

the di↵erent GCM simulations by using the TOA insolation field. The climate (T
i

) at each time-

step can be calculated using the sum of various fractions of the 3 GCM scenarios:

T
i

= �1Tc

+ �2Tm

+ �3Tw

. (3.3.2)

We can calculate the coe�cients � with respect to the TOA insolation I
�,m

, with the implicit

assumption that this relationship is linearly related to the surface climate:
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Figure 3.8: Schematic of the 2 ways of representing astronomical variability: A) the top of the atmosphere

insolation field by month and latitude through time and B) as a time series of insolation for a given month

and latitude through time

f(I,�) = �1Ic + �2Im + �3Iw, (3.3.3)

where I
c

, I
m

and I
w

is the TOA insolation field for the GCM simulations. A pragmatic solution

to avoid negative insolation is to impose a constraint, such that the sum of the coe�cients must

equal 1:

�3 = 1� (�1 + �2). (3.3.4)

It is possible to optimise equation 3.3.3 for various combinations of latitudes and months. Using

the astronomical reconstructions of Laskar et al. (2004), TOA insolation fields I
Laskar(�,m) are

created for the past 50 Ma. This is used as a target for the function f(I,�), for various

combinations of � and m, including the full TOA insolation field (i.e. all latitudes and months):

r
�,m

= I
Laskar(�,m) � f(I(�,m),�). (3.3.5)

An optimisation algorithm (MATLAB fminunc) is then used to optimise the fit using least

squares regression, by minimising S:
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S =
nX

�=1

kX

m=1

r2
�,m

. (3.3.6)

If we optimise to the full TOA insolation field then the solution should be equally valid for

Northern and Southern Hemisphere glaciation, which is not the case for the 1-D time series

approach. The di↵erent ways of representing astronomical variability are summarised in Table

3.1. We test all of these methods in a later section.

3.3.3.2 CO2 forcing in the GCM matrix method

The next dimension in the GCM matrix is the CO2 forcing. We use 2 GCM simulations at di↵er-

ent CO2 concentrations, Ta

and T
b

. The climate is then interpolated between these 2 simulations

based on the CO2 concentration at that time-step (C), following a logarithmic relationship be-

tween temperature and atmospheric CO2 based on the equation for climate sensitivity (Solgaard

and Langen, 2012):

T
ghg

= T
a

ln(C/C
b

)

ln(C
a

/C
b

)
+ T

b

ln(C/C
a

)

ln(C
b

/C
a

)
. (3.3.7)

For the last glacial cycle simulations C
a

is 185 ppmv and C
b

is 280 ppmv, for the EOT exper-

iments conducted later on in this thesis C
a

is 560 ppmv and C
b

is 1120 ppmv. Temperatures

can also be extrapolated outside of these CO2 ranges.

3.3.3.3 Ice sheet - climate feedback in the GCM matrix method

The final dimension of the GCM matrix is the ice sheet extent. This allows for potential

feedbacks from the growth of an ice sheet on the climate system. Again there are various

approaches which we test here, starting with the method proposed by Pollard (2010), where

interpolation between the di↵erent ice sheet extents is based on the total ice volume (V , or

alternatively the total area) for the domain (hereafter FB1). In this case there are 3 di↵erent

ice sheet extents, a full ice sheet (V
f

), an intermediate ice sheet (V
m

) and no ice, with the

feedback ↵ calculated as follows:

↵ =

8
<

:

V�Vm
Vf�Vm

if V > V
m

V

Vm
if V  V

m

, (3.3.8)

88



T
albedo

=

8
<

:
↵T

f

+ (1� ↵)T
m

if V > V
m

↵T
m

+ (1� ↵)T
n

if V � V
m

, (3.3.9)

where T
albedo

is the resulting climate accounting for ice sheet feedback and T
f

, T
m

and T
n

are

the climates for a full ice sheet, medium ice sheet and no ice sheet, respectively. Solgaard

and Langen (2012) suggest that ice volume is preferable to ice area when performing such

interpolation due to high frequency fluctuations in ice area depending on whether the time-step

ends in summer or winter.

With this method there is no guarantee that the feedback from the growth of an ice sheet

will be applied to the correct region within the ISM domain. Taking North America as an

example, the intermediate ice sheet in the GCM may have a small ice sheet over the Rockies

and an ice free region in the continental interior. Because this method is based on the total

ice volume for the entire domain, if an ice sheet starts to grow in the continental interior the

feedback would be applied incorrectly to the Rockies. Such an extreme example is unlikely as

the ice sheet extent in the GCM is originally based on an ISM run. Nevertheless we develop

and test an alternative method to attempt to address this problem.

3.3.3.4 Patchwork method

The patchwork feedback method attempts to overcome the problem of misplaced ice sheet

feedbacks across the ISM domain (hereafter FB2). The feedback is calculated on a grid-point

by grid-point basis. We consider this reasonable because the major feedback, albedo feedback,

is largely a local e↵ect. However, this method will potentially under/overestimate regional scale

circulation e↵ects. The resulting climate is therefore a patchwork of 2 GCM simulations:

T
albedo(x,y) =

8
<

:
T
f(x,y) if H(x,y) > 0

T
n(x,y) if H(x,y) = 0

, (3.3.10)

where H(x,y) is the local ice thickness. The Glimmer ISM requires the climate data to be

provided on a latitude-longitude grid. In order to calculate the patchwork feedback we first

transfer the ice thickness data from the ISM domain onto a latitude-longitude grid. This is a

slightly higher resolution grid (0.5�⇥0.5�) than the original GCM data, requiring that the GCM

data is upscaled onto this new grid. We use a slightly higher latitude-longitude grid to prevent
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the growth of a small amount of ice at the edge of the ice sheet from creating an unrealistically

large feedback.

This method attempts to account for local e↵ects from the growth of an ice sheet, namely

the albedo e↵ect. Any regional scale climate e↵ects such as impacts on the jet stream and storm

systems (Clark et al., 1999; Hofer et al., 2012), are not directly accounted for. We test both ice

sheet feedback methods later in this chapter.

3.3.4 Height-mass balance feedback

One ice sheet feedback is calculated within the ISM itself. This is the e↵ect on temperature

from the vertical growth of the ice sheet through the atmosphere, height-mass balance feedback.

This is applied using a fixed lapse rate for the entire ISM domain. This also accounts for the

discrepancy in spatial resolution between the GCM orography and the ISM orography. Because

we are interpolating from a number of di↵erent GCM simulations potentially with di↵erent

orographies, we first translate all temperatures to sea level equivalent temperatures (T
SL

) using

the lapse rate:

T
SL

= T
GCM

+ (�O
g

), (3.3.11)

where, (�) is the lapse rate and O
g

is the GCM orography. The temperatures are then translated

to ice sheet surface temperatures (T
s

) within the ISM using the same lapse rate and the ISM

orography (O
l

):

T
s

= T
SL

� (�O
l

). (3.3.12)

Note that it is unlikely that the environmental lapse rate is constant for the continental sized

regions we are investigating (Krinner and Genthon, 1999). However the Glimmer ISM does not

allow for a spatially varying lapse rate. The value that should be assigned to the lapse rate is

also uncertain and is therefore one of the parameters which is often used to tune the ISM.
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3.4 Evaluation of the GCM matrix method during the last

glacial cycle

We next use the BBC GCM simulations (Singarayer and Valdes, 2010) as a control to test our

representation of the di↵erent climate forcings in the GCM matrix method.

3.4.1 The BBC runs

The BBC simulations are a suite of 186 (3 sets of 62) GCM snapshot simulations (individual

simulations with fixed boundary conditions) performed by Singarayer and Valdes (2010) for

di↵erent periods between the last interglaciation (120 ka) and present. For the last glacial

maximum (21 ka) to present, one simulation was performed every 1 ka with di↵erent boundary

conditions. These simulations include 3 climate forcings: astronomical, GHG concentration

and ice sheet extent. Sets of simulations were performed with some of these forcings varying

through time and others fixed. The first set of simulations were performed with just astronomical

variability, with the GHG concentrations and the ice sheet extent fixed at modern (BBC AST).

The second set of simulations includes astronomical and GHG forcing, with the ice sheet extent

fixed at modern (BBC AST GHG). The final set of simulations has all forcings varying through

time (BBC ALL). The ice sheet extent in the BBC ALL set of simulations is based on the ICE-

5G reconstruction (Singarayer and Valdes, 2010), which is based on glacioisostatic modelling

(Peltier, 2004). Because no GHG-only set of simulations was performed as part of the BBC suite,

we approximate a BBC GHG set by removing the BBC AST anomaly from the BBC AST GHG

set of simulations, this set is referred to as BBC GHG*.

We create control ISM simulations by forcing the ISM with each of the 62 simulations from

any given set. The climate is created by linearly interpolating between each of these snapshot

simulations, from 120 ka to present. We then test our representation of individual climate

forcings in the GCM matrix method against these control simulations.

First we perform an ISM simulation using the BBC ALL set of GCM simulations. We

compare this simulation against a sea level reconstruction for the last interglaciation to present

(Siddall et al., 2003). This will enable us to tune the ISM by varying certain parameters. Note

that because this first ISM simulation using the BBC ALL set includes varying ice sheet extent,

ice sheet evolution is being imposed on the ISM. The ice sheet extent in the BBC ALL set of

simulations was partially based on an ice volume record (Singarayer and Valdes, 2010). It is
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Table 3.2: Default values and ranges for key parameters in the ISM. The default values are the values

used by Gregoire et al. (2012) for their simulation of the North American and Eurasian ice sheets using

the Glimmer ISM. Ranges from the literature: a Hebeler et al. (2008); b Stone et al. (2010); c Gregoire

(2010)

default value (P1) range units

↵
s

PDD factor for snow 3 3� 8a mm d�1 �C �1

↵
i

PDD factor for ice 8 8� 20b mm d�1 �C �1

f flow enhancement factor 5 1� 10c -

G geothermal heat flux -50 �35��65a mW m�2

� lapse rate 5 5� 9a �C km�1

therefore expected that the ISM simulation forced by the BBC ALL set should closely match

the sea level reconstruction.

Our forcing of the ISM model using the BBC ALL set of simulations is similar in method-

ology to Gregoire et al. (2012), except that they used a lower resolution version of HadCM3L

(FAMOUS) and included an additional freshwater forcing. We use the same ISM as in Gregoire

et al. (2012) with the same initial set-up. As the Glimmer ISM has no treatment of ice shelves,

we lower the marine limit to -500 m to allow the formation of an ice sheet over shallow seas,

such as the North Sea, consistent with Gregoire et al. (2012).

3.4.2 Ice sheet model tuning

The values for a number of the parameters in the ISM are poorly constrained. Varying these

parameters can have a large impact on the spatial extent, volume and response times of an ice

sheet to a climate forcing. Previous studies have identified key parameters which can have a

large impact on the ISM simulations (Ritz et al., 1997; Hebeler et al., 2008; Stone et al., 2010;

Applegate et al., 2012). These include the PDD factors for snow and ice, the flow enhancement

factor, the geothermal heat flux and the lapse rate. These are summarised in Table 3.2, with

the default values (hereafter P1) and ranges for these parameters from the literature.

The PDD factors (↵
i

and ↵
s

) relate the surface temperature to surface ablation, higher

values lead to increased ablation. Values for these factor(s) are based on empirical relationships

(Reeh, 1991). Typical default values for the PDD factors in modelling studies of the Greenland,
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Antarctic, Eurasian and North American ice sheets are 3 mm d�1 �C �1 for ↵
s

and 8 mm d�1 �C

�1 for ↵
i

(Huybrechts, 1993; Ritz et al., 1997; Lunt et al., 2008; Gregoire et al., 2012). Empirical

data from a number of modern glaciers and time periods suggests that these factors could be

higher (Hock, 2003). The study of Hock (2003) also highlighted that there are no universal PDD

factors, but that they vary considerably between glaciers. As such, many modelling studies have

used ranges for the PDD factors and used them as tuning parameters. Energy-balance modelling

of the Greenland ice sheet suggested that ↵
i

could be as high as 20 mm d�1 �C �1 and that ↵
s

is generally less than half of the value for ↵
i

(Braithwaite, 1995), which is comparable to the

values from empirical data (Hock, 2003). We base our ranges for these parameters on existing

modelling studies, using ranges of 3� 8 mm d�1 �C �1 for ↵
s

and 8� 20 mm d�1 �C �1 for ↵
i

(Ritz et al., 1997; Hebeler et al., 2008; Stone et al., 2010).

The flow enhancement factor f is a tuning parameter which accelerates ice flow. Higher

values for f lead to increased flow. f is included in Glen’s flow law (see Section 3.2.2) to

account for non-uniformities in the orientation of ice crystals (anisotropy), a value of 1 should

be used for pure isotropic ice (Blatter et al., 2011). A default value of 3 is often used in modelling

studies (Ritz et al., 1997). In previous studies using this parameter to tune ice sheet response,

a range of 1� 5 for the flow enhancement factor has been used (Hebeler et al., 2008; Ritz et al.,

1997; Stone et al., 2010). Values higher than 5 can also be found in the literature: Tarasov and

Peltier (2004) use a standard value of 6.5 for f whilst Ganopolski et al. (2010) used a maximum

value of 12 for f in their sensitivity tests when simulating the Northern Hemisphere ice sheets

through the last glacial cycle. We adopt a range of 1 to 10 for f , consistent with Gregoire

(2010).

The geothermal heat flux G a↵ects the basal mass balance and can a↵ect basal sliding if basal

sliding is dependent on the presence of basal meltwater. Default values forG in modelling studies

are typically -42 mWm�2, based on values for Precambrian shields (Lee, 1970; Ritz et al., 1997).

However the geothermal heat flux can vary significantly regionally (Lee, 1970). Rogozhina et al.

(2012) investigated this e↵ect by using various spatially varying geothermal heat flux maps for

Greenland. They found that the currently available spatially varying maps produced larger

errors than a simple uniform geothermal heat flux. Previous modelling sensitivity studies have

used a range of -35 to -65 mW m�2 for the Geothermal heat flux, (Ritz et al., 1997; Hebeler

et al., 2008), which we adopt here.

The final tuneable parameter is the vertical lapse rate (�). This accounts for the cooling of
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the ice sheet surface as it grows vertically through the atmosphere. It is also used to translate

temperatures from the coarse GCM grid onto the finer ISM grid. Values for � vary from region to

region largely dependent on the moisture content of the atmosphere. In a GCM study, Krinner

and Genthon (1999) found values as high as 10 �C km�1 for the dry interiors of large continental

sized ice sheets, such as the East Antarctic ice sheet. For the coasts, and for smaller ice sheets

such as the Greenland ice sheet, values as low as ⇠5 �C km�1 were found. Therefore values for

� when simulating large ice sheets are typically 7� 9 �C km�1 (Pollard and Thompson, 1997)

and 5�7 �C km�1 when simulating the smaller Greenland ice sheet (Lunt et al., 2008). Because

we are simulating ice sheets over a wide variety of regions, including continental interiors and

coastal regions, we adopt a range of 5 � 9 �C km�1 for the lapse rate, following Hebeler et al.

(2008)

Previous studies addressing the impact of parametric uncertainty on ice sheet response have

varied the same parameters that we have selected. Broadly, they found that the spatial extent

of the ice sheet was most a↵ected by the parameters which a↵ect ablation, these being the

PDD factors and the lapse rate (Ritz et al., 1997; Stone et al., 2010; Hebeler et al., 2008).

These parameters had little impact on the ice thickness. The ice thickness was most a↵ected

by changing the flow enhancement factor f (Ritz et al., 1997; Stone et al., 2010; Hebeler et al.,

2008). The geothermal heat flux had a limited influence on ice sheet geometry (Ritz et al., 1997;

Hebeler et al., 2008), although some of these studies did not include basal sliding (e.g. Stone

et al., 2010).

Two approaches are typically adopted when looking at parametric uncertainty in ISMs. The

first approach is to vary each parameter individually through its plausible range, with all of the

other parameters held at their default value (Ritz et al., 1997; Huybrechts and de Wolde, 1999).

This has advantages in that it is easy to determine the response to individual parameters,

however it neglects the potential interactions between parameters (Stone et al., 2010). The

second approach is to adopt a sampling strategy that varies all parameters at once. With this

approach the parameters can either be randomly sampled, although there is no guarantee that

all of the parameter space will be sampled, or an alternative sampling approach can be used

(Stone et al., 2010). Latin hypercube sampling is a more e�cient sampling strategy than random

sampling (McKay et al., 1979). With this method, each parameter is divided into N evenly

spaced bins, with a sample taken from a uniform distribution within each bin. This therefore

ensures that the tails of each parameter are sampled. The samples from each parameter are

then randomly sorted with the samples from the other parameters, producing parameter sets
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Figure 3.9: Distribution of 5 ISM parameters using Latin hypercube sampling. On the x and y axes are

the PDD factors for snow and ice, on the z axis is the geothermal heat flux, shown by the colour-scale

is the lapse rate and the size of the circles shows the flow enhancement factor. 100 parameter sets were

created from the ranges for each parameter given in Table 3.2. All parameter values are included in

Appendix A

(McKay et al., 1979; Stone et al., 2010).

It is suggested that the value for N , the number of parameter sets created, should be at least

5 times the number of variables (Iman and Helton, 1985). For our control BBC ALL simulations

we conduct 100 simulations (i.e. N is 20 times the number of variables) using latin hypercube

sampling. Note that the default parameter set is not in the centre of the latin hypercube. This

is because the default values for the PDD factors and the lapse rate are at the lowest values for

the plausible range given in Table 3.2.

3.4.3 Simulations with BBC ALL ensemble

The first set of ISM simulations performed are forced by the BBC ALL set of GCM simulations.

Because we are using snapshot GCM simulations, we linearly interpolate the temperature and
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precipitation data from each of these 62 simulations through time, from the first simulation at

120 ka to the last simulation at modern. We allow an initial ice sheet to grow at the start of

the simulations by including a 20 kyr spin-up phase using the climate from the first simulation.

This spin-up phase is not shown on the figures, the initial conditions are a modern ice sheet

extent. The BBC ALL GCM simulations include evolving ice sheet extent, based on the ICE-5G

reconstruction from the LGM to present. From the LIG to the LGM the ice sheet extent in the

GCM is scaled from ICE-5G using the SPECMAP record of �18O (Singarayer and Valdes, 2010;

see Appendix B). This therefore assumes that the ice sheets glaciated with the same geometry

that they deglaciated.

We conduct simulations using the default ISM parameter set (P1) and also conduct a 100

member ensemble. ISM simulations are conducted for the North American domain and the

Eurasian domain. We combine the ice volume output from both regions and convert this into a

sea level record. This enables us to compare our model simulation with sea level reconstruction.

Ice volumes are converted to sea level by first adjusting volumes for a change in state, assuming

a density for ice of 918 kg m�3 and a density for seawater of 1028 kg m�3 (Bamber et al., 2009),

and then dividing by the total modern ocean surface area. The sea level reconstruction we use

is the Red Sea estimate (Siddall et al., 2003; Rohling et al., 2009), which has been shown to

be representative of other independent estimates (Siddall et al., 2010a). Note that we ignore

the impact of changes in the Antarctic ice sheets over the glacial cycle. The reason for this is

twofold, firstly the expansion of the Antarctic ice sheets was a small contributor to the sea level

fall at the LGM (⇠8�14 m; Denton and Hughes, 2002; Pollard and DeConto, 2009; Mackintosh

et al., 2011; de Boer et al., 2012b) and secondly the expansion was largely of the marine based

WAIS (Denton and Hughes, 2002), which we cannot correctly simulate using the Glimmer ISM.

Basal sliding is included in these experiments, using the spatially varying parameters of Gregoire

et al. (2012) (BS2).

The first thing to note from the BBC ALL control ensemble is that the default parameter set

(blue dashed line in Figure 3.10), as used by Gregoire et al. (2012), overestimates the volume

of the North American ice sheets and significantly overestimates the volume of the Eurasian

ice sheets. This results in sea level much lower than is suggested by the Red Sea sea level

record (Siddall et al., 2003; Rohling et al., 2009). Our method in these experiments is similar

to Gregoire et al. (2012), except we use a higher resolution version of the same GCM. This

highlights why tuning the ISM is often necessary. The best parameter set produces a root-mean

squared error (RMSE) of ⇠12 m sea level equivalent (SLE), when compared to the Red Sea
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Figure 3.10: Ensemble simulation of the last glacial cycle compared to the Red Sea sea level record. Sim-

ulations performed by forcing the Glimmer ISM with the BBC ALL set of GCM simulations. Ensemble

of 100 simulations, with 5 parameters varied using latin hypercube sampling. The ice volume from sim-

ulation of the North American and Eurasian ice sheets is converted to sea level to compare with the Red

Sea record. 2 ensemble members failed. The default parameter set, based on Gregoire et al. (2012) is

shown as a blue dashed line.

record.

The majority of the simulations have too much ice remaining at modern, shown by sea levels

of �10 to �30 m at modern. This is largely due to the lowering of the marine margin. This

means that the Greenland ice sheet is able to spread over the continental shelf. It is di�cult

to overcome this problem with the current version of Glimmer (see Section 3.2.5). Some of the

simulations also have large ice caps remaining in other regions where there are no large ice caps

today, such as Ba�n Island, British Columbia and Novaya Zemlya. The large ice cap that often

remains over Novaya Zemlya in northern Russia is especially large because of the marine limit
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Table 3.3: Ensemble members producing good agreement with Red Sea record, RMSE: 12.2 m SLE, and

best agreement with ICE-5G ice volumes at LGM, North America: 36.6 ⇥106 km3 and Eurasia: 9.6

⇥106 km3. Parameter values referred to as P2 in the text

North America (95) Eurasia (45) units

↵
s

PDD factor for snow 3.172 6.206 mm d�1 �C �1

↵
i

PDD factor for ice 16.365 19.766 mm d�1 �C �1

f flow enhancement factor 8.649 8.966 -

G geothermal heat flux -48.909 -62.251 mW m�2

� lapse rate 5.321 5.833 �C km�1

problem. Evaluating the ensemble members based on the total contribution to sea level from

the formation of the Northern Hemisphere ice sheets, does not take into account whether ice

has formed in the correct regions. Indeed, we find that generally too much ice forms in the

Eurasian domain, which is compensated for by too little ice forming in the North American

domain for the best ensemble members.

In response to the problem of too much ice forming in the Eurasian domain we impose a

criteria in order to pick the best ensemble members. We rank ensemble members based on

the ice volumes for each domain at the LGM. The ICE-5G reconstruction suggests that there

was 37⇥ 106 km3 of ice in the North American domain and 9⇥ 106 km3 of ice in the Eurasian

domain at the LGM (Peltier, 2004; Gregoire, 2010). We therefore select members which are ±25

% of the ICE-5G reconstruction at the LGM. As none of the ensemble members can meet this

criteria for both domains, we mix the ensemble members which do meet this criteria (8 members

for Eurasia and 16 members for North America) for each domain. This therefore creates 128

additional ensemble pairs, which we can then compare against the Red Sea record. Note that

it is only possible to select the ‘good’ ensemble members because there is some independent

data for the ice sheet extent at the LGM, we could not currently adopt this approach for the

subsequent simulations of the East Antarctic ice sheet at the EOT due to a lack of data.

The ensemble pair which is closest to the ICE-5G ice volumes at the LGM is member 95

for the North American domain (36.6 ⇥106 km3) and member 45 for the Eurasian domain (9.6

⇥106 km3). This ensemble pair (hereafter P2) is highlighted on Figure 3.11 and the parameter

values are given in Table 3.3. Note that the PDD factors and the flow enhancement factor are

close to the upper range of the plausible ranges given in Table 3.2, especially for Eurasia.
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Figure 3.11: Paired ensemble simulation of the last glacial cycle compared to the Red Sea record. Ensemble

of 128 ensemble pairs, formed of 8 members from Eurasia and 16 members from North America which

are within ± 25% of the ICE-5G reconstruction at the LGM. The best ensemble pair with the lowest

RMSE compared with the Red Sea sea level record is highlighted in dark blue (member 45 for Eurasia and

95 for North America).

Although following tuning the Eurasian ice sheets are close in volume to the ICE-5G recon-

struction, the distribution of ice is generally di↵erent to empirical reconstructions (Svendsen,

2004). Typically the Barents Sea ice sheet extends too far south-east in our simulations at the

LGM. Although the ice sheet did extend onto the main Asian continent, reaching as far south-

east as the Putorana Plateau at around 80-90 ka, it had retreated significantly by the LGM to

the Kara Sea (Lambeck, 1996; Svendsen, 2004). Because the Barents Sea ice sheet extends over

a much greater area in our simulations, its volume is also too large. For the ensemble member

which best matches the ICE-5G volume for Eurasia (member 45), the large Barents Sea ice

sheet is balanced by Fennoscandian and British Isles ice sheets which are much smaller than
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Figure 3.12: Ice sheet extent at LGM for ensemble member 95 (North America) and member 45 (Eurasia).

Glacioisostatic reconstruction (ICE-6G) is shown as a red outline.

suggested by glaciological evidence (Svendsen, 2004). The Barents Sea ice sheet was a marine

based ice sheet, which was therefore sensitive to sea level fluctuations. Because we cannot ac-

curately simulate marine based ice sheets using the present version of the Glimmer ISM, we

are not confident that we can successfully simulate the Eurasian ice sheets. Nevertheless we

use ensemble member 45 for the subsequent Eurasian simulations as it is the best match to the

ICE-5G volume and hence sea level, which we are ultimately interested in. The spatial extent

of the North American ice sheets in our simulations are generally much closer to empirical and

glacioisostatic reconstructions at the LGM (see Figure 3.12; Dyke, 2002; Laskar et al., 2004).

This tuning exercise illustrates the sensitivity of the ISM to certain parameters. As previously

noted, the GCM we use, HadCM3, has a slight cool bias (Pope et al., 2000). By tuning the ISM

parameters to the sea level data we are overcoming deficiencies in both the ISM and the GCM.

It is therefore unlikely that the best parameter sets in this experiment would be the same if

another GCM were used.

One interesting result of the study of Gregoire et al. (2012) was the nonlinear ice sheet re-

sponse to climate forcing (see Figure 3.13). The authors found an acceleration in the deglaciation

of the North American ice sheets as the Cordilleran and Laurentide ice sheets separated. As

these two ice domes separate, height-mass balance feedback increased the surface ablation. This

‘saddle-collapse’ mechanism is seen in their results as a sharp increase in the meltwater flux.

They suggested that this mechanism could be responsible for meltwater pulses, such as MWP-1a

and the 8.2 ka event. Our method using the BBC ALL simulations to force the ISM is similar

to Gregoire et al. (2012) and we also see this nonlinear response in our results. We plot the

meltwater flux from our optimum ensemble members in Figure 3.13.
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Figure 3.13: Meltwater flux from North American and Eurasian ice sheets. Some of the peaks in the

meltwater flux are attributed to the ‘saddle-collapse’ mechanism. The grey bars mark the timing of A)

the separation of the Cordilleran and Laurentide ice sheets in ICE-5G and B) the 8.2 ka event. Also

shown in the lower subplot is the meltwater flux from North America from the study of Gregoire et al.

(2012)

We find a pulse of 0.3 Sv at 13.2 ka which coincides with the separation of the Cordilleran

and Laurentide ice sheets in our simulations. This is slightly later than the separation of these

ice sheets in the ICE-5G reconstruction (Peltier, 2004) and as suggested by empirical evidence

(Dyke, 2004). The grey bar ‘A’ on Figure 3.13 marks the separation of the Cordilleran and

Laurentide ice sheets in the ICE-5G reconstruction at 15� 14 ka. Although there is a peak in

the meltwater flux in our simulations at this time, this is caused by the rapid retreat of the

southern limit of the Laurentide ice sheet, rather than through the ‘saddle-collapse’ mechanism,

which causes the larger peak immediately afterwards. The timing of the separation of these two

ice sheets was also late in the simulations of Gregoire et al. (2012), where it occured at 11.6 ka.

The next meltwater peak, marked ‘B’ on Figure 3.13, coincides with the 8.2 ka event. In our

simulations this is caused by the separation of two ice domes, one over Ba�n Island (Fox dome)
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Table 3.4: RMSE for astronomical methods against control simulation. Astronomical methods are sum-

marised in Table 3.1. RMSE compared with control simulation for both domains.

North America RMSE Eurasia RMSE Northern Hemisphere RMSE

AST1 0.36 ⇥106 0.54 ⇥106 0.83 ⇥106

AST2 0.53 ⇥106 0.71 ⇥106 1.21 ⇥106

AST3 0.27 ⇥106 0.47 ⇥106 0.68 ⇥106

AST4 1.02 ⇥106 1.09 ⇥106 2.07 ⇥106

AST5 0.65 ⇥106 0.99 ⇥106 1.60 ⇥106

and one over Quebec (Labrador dome), again the peak in the meltwater flux can be attributed

to the ‘saddle-collapse’ mechanism (Gregoire et al., 2012).

Some of the earlier meltwater peaks, in particular the peak at ⇠85 ka, can also be at-

tributed to the ‘saddle-collapse’ mechanism. The peak at ⇠85 ka is caused by the separation

of the Cordilleran ice sheet from another ice dome, which resembles the later separation of the

Cordilleran and Laurentide ice sheets. The peak at ⇠60 ka is not a full separation of ice sheets,

but there are 3 large ice domes and there is significant ice loss from the saddles between them,

accelerated by mass-balance feedback (ice maps through time for these events are included in

Appendix C).

3.4.4 Simulations with BBC AST

The BBC ALL simulations will be used as a control to test the full GCM matrix method.

We first test our parameterisation of individual dimensions within the GCM matrix, starting

with the parameterisation of astronomical variability. We use all of the simulations within the

BBC AST set to create a control ISM simulation. The climate forcing is provided by interpo-

lating between each of the GCM simulations within the BBC AST set, using the same method

we adopted for the BBC ALL simulations previously discussed. We test each of the insolation

interpolation methods (AST1-AST5) against this control simulation. These simulations use the

default parameter set, P1.

As can be seen from Figure 3.14 and Table 3.4, the closest match the BBC runs is AST3, for

both the North American and Eurasian domains. For the Northern Hemisphere, this results in

a root mean squared error (RMSE) of 0.68⇥ 106 km3 (1.8 m SLE) compared to the BBC AST

control. Averaging over the 6 summer months (AST3) generated a closer match to the control
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Figure 3.14: Time series of the di↵erent insolation interpolation methods (summarised in Table 3.1).

The BBC astronomical only control run is shown in black, the black dots are the 62 time-slice GCM

simulations used for the control simulation

simulation than using the June 65�N insolation (AST1). It is interesting that AST1, which is

typically shown to represent Northern Hemisphere glaciation, underestimates ice volume at the

LGM and shows a much smaller deglaciation than the control simulation. The experimental

methods using the TOA insolation fields to represent astronomical variability (AST4-5) gen-

erated larger errors than the time series methods (AST1-3). Although AST3 is closest to the

astronomical control it does deviate in certain periods, such as the last deglaciation where it

generates too large of a reduction in ice volume compared to the control. Based on the results

of this experiment we will use the method AST3, which is based on the summer insolation at

65�N, for the simulations using the full GCM matrix.
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3.4.5 Simulations with BBC GHG*

We next test our parameterisation of GHG forcing within the GCMmatrix. As no GHG-only set

of simulations were performed as part of the BBC suite of simulations, we approximate a GHG

only set by removing the BBC AST anomaly from the BBC AST GHG set of simulations. We

force the ice sheet model with the resulting BBC GHG* set of simulations to create the control

simulation. The BBC GHG* set of simulations includes varying atmospheric concentrations

of CH4 and N2O, in addition to CO2. For our parameterised GHG forcing we scale 2 GCM

simulations using the CO2 record used in the control simulation (Petit et al., 1999; Singarayer

and Valdes, 2010). The additional GHGs vary approximately in phase with CO2 so we consider

this reasonable. The default method we test (GHG1) is to interpolate between the GCM

simulation with the maximum (280 ppmv, 0 ka) and the lowest (185 ppmv, 22 ka) atmospheric

CO2.

As can be seen from Figure 3.15, the interpolation of GHG forcing from just 2 GCM simula-

tions is able to reproduce the control simulation based on 62 GCM simulations relatively well.

The RMSE for GHG1 is 0.929⇥ 106 km3, which is equivalent to 2.5 m of sea level. One thing

to note is that the deglaciation after the LGM in the interpolated simulation lags the control

simulation by ⇠4 ka. This could be important for correctly simulating the last deglaciation

with the full GCM matrix method. Interestingly, by switching to interpolating between the

simulation at 17 ka and modern (GHG2), the timing of the deglaciation is better matched to

the BBC GHG* control. However, for GHG2 the RMSE compared to the control is slightly

higher than for GHG1, at 0.961 ⇥ 106 km3 (2.6 m SLE). For GHG3 we tested interpolating

between the GCM simulation at 19 ka and modern, this produced a slightly higher RMSE than

GHG1 (0.931 ⇥ 106 km3) and also has a late start to the deglaciation. We will use GHG1 as

our default method for GHG interpolation within the full GCM matrix.

3.4.6 Simulations with full GCM matrix

Finally we test the full GCM matrix against the BBC ALL simulation. For this experiment we

are testing all of the parameterisations, the previously tested astronomical and GHG forcings

in addition to the ice sheet-climate feedback. For the astronomical forcing, we use AST3 for

these experiments because it produced the smallest errors compared to the astronomical control.

We test the 2 ice sheet feedback methods described previously. These are FB1, for which the

feedback is based on interpolation between 3 GCM simulations based on the total ice volume
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Figure 3.15: Time-series of the CO2 interpolation method. GHG1 uses GCM simulations from 0 ka and

22 ka, GHG2 from 0 ka and 17 ka and GHG3 from 0 ka and 19 ka. Dots show GCM simulations used

to force the ISM.

for the domain and FB2, for which the feedback is applied on a grid-box by grid-box basis

depending on whether ice is present in that grid-box (the patchwork method).

As can be seen from Figure 3.16, there is mixed success in reproducing the BBC ALL control

ISM simulation using the GCM matrix method. Firstly, the simulation using the ice sheet

feedback method FB1 and the parameter set P2 (see Table 3.3) significantly underestimate ice

volumes and is unable to grow a significant ice sheet on either continent. These particular

parameter values used generate high rates of ablation because the PDD factors are close to

the upper plausible range. We therefore performed a simulation using FB1 and the default

parameters (P1, after Gregoire et al. (2012), see Table 3.2). These default parameter values

have lower values for the PDD factors and for the flow enhancement factor, thus aiding ice

growth. The FB1 simulation with parameter set P1 leads to increased ice growth and is much

105



020406080100120
0

10

20

30

40

50

60

70

No feedback, P1
FB1, P2
FB1, P1
FB2, P2
BBC_CONTROL (P2)

age (ka)

ic
e 

vo
lu

m
e 

(1
06  k

m
3 )

Figure 3.16: Time-series of the full GCM matrix method against the BBC ALL control. Shown are the

2 ice sheet feedback methods, FB1 and FB2. A simulation with no feedback is also included. Parameter

values are either P1, the default parameter values from Table 3.2 or P2, the best parameter pair from the

ensemble, see Table 3.3

closer to the control simulation. For the simulation with FB1 and the P1 parameter set there is

limited reduction in ice volume during the last deglaciation, resulting in ⇠ 20⇥ 106 km3 of ice

remaining at modern. The RMSE compared to the control simulation is 8.5 ⇥ 106 km3 (⇠ 21

m SLE).

We next compared the results of the patchwork feedback method, FB2. The growth of ice is

faster for this simulation than for the control simulation, with a less ‘saw-toothed’ build-up of

ice than is seen in the control simulation. This is likely due to the feedback method, where the

climate provided to the ice sheet model is in e↵ect the LGM climate for regions where ice has

grown. Ice volumes at the LGM are similar to the BBC ALL control; however there is only a

partial deglaciation with significant ice volumes remaining at modern. The deglaciation is also
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Figure 3.17: Impact of basal sliding on the GCM matrix method. Simulations using the full GCM matrix

method with either no basal sliding (BS1), spatially varying basal sliding (BS2) or uniform basal sliding

(BS3)

later than the control simulation. It is possible that this is caused by the GHG interpolation

method, which also showed late deglaciation. However, also shown on Figure 3.16 is a simulation

with GHG and astronomical forcing only (i.e. no ice sheet albedo feedback), this does not show

a late start to deglaciation. This would therefore suggest that the late deglaciation shown in the

FB2 simulation is due to deficiencies in the ice sheet feedback method, rather than the GHG

interpolation method. The RMSE for the FB2 method compared with the control simulation

is 11.0⇥ 106 km3 (⇠ 27 m SLE).

Another potential factor limiting deglaciation is basal sliding. All of the simulations in

Figure 3.16 have a spatially varying basal sliding parameter (BS2). The ice remaining after the

deglaciation is often in regions where this parameter is set to the lower value (0.5 mm yr�1 Pa

�1). We perform a simulation with a universal basal sliding, where the basal sliding parameter
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Figure 3.18: Comparison of the best simulation using the GCM matrix method with the results of Ganopol-

ski et al. (2010). The GCM matrix method simulation uses FB1, BS2 and P1. The Ganopolski et al.

(2010) simulations are digitised from their Figure 11c, for simulations with and without the glaciogenic

dust flux.

is set to 10 mm yr�1 Pa �1 across the entire domain (BS3). This leads to a slight reduction

in ice volume during the last deglaciation, but there is still a significant ice volume remaining

(see Figure 3.17). To investigate the importance of including basal sliding, we also performed

a simulation with basal sliding turned o↵ (BS1). This resulted in higher ice volumes than the

BBC ALL control.

The problems we are facing in simulating a complete deglaciation have been encountered

in previous studies. There have been various solutions proposed to these problems, although

some of these are likely to be model specific. Ganopolski et al. (2010) simulated the last glacial

cycle using a climate model of intermediate complexity. The authors included a simple dust

deposition model, composed of a ‘background’ and a ‘glaciogenic’ dust flux, which had a large
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impact on ice surface albedo. In sensitivity experiments without the glaciogenic dust model

included, only a partial deglaciation was achieved, with > 20 ⇥ 106 km3 of ice remaining at

modern, comparable to the volume of ice remaining in our best simulation (see Figure 3.18).

The Ganopolski et al. (2010) simulation without the glaciogenic dust model also showed a late

start to deglaciation, as seen in some of our simulations.

In the simulations of Ganopolski et al. (2010) the ‘background’ flux is based on interpolating

between the modern and LGM dust flux based on total ice area. The ‘glaciogenic’ dust flux

is based on the assumption that some proportion of the sediment transported at the ice front

becomes airborne through erosion. Because this is only produced in ice-free cells neighbouring

ice-covered cells, and because there is a characteristic timescale for erosion of 1000 years, the dust

flux is low when the ice sheet is advancing and high when the ice sheet has stopped advancing.

Both the ‘background’ and ‘glaciogenic’ ice flux peak at the LGM, encouraging deglaciation

once LGM ice volumes have been reached and the ice sheet has stopped advancing. Because

the dust model is partially based on empirical data and modern maps of sediment thickness,

Ganopolski et al. (2010) suggest it would be inappropriate to apply the model for periods earlier

than the last glacial cycle. It would also be problematic to implement a similar dust flux model

in our simulations as we do not use the surface energy balance method to calculate the surface

mass balance but use the positive degree-day method, which does not include an albedo term.

Additionally we are interested in simulating the ice sheets for periods earlier than the last glacial

cycle.

3.5 Summary

In this chapter we have described and evaluated a method for providing a time evolving climate

to an ISM in order to simulate the long term evolution of the ice sheets. This method, which

is based on a matrix of GCM simulations, is based on the method outlined by Pollard (2010).

Using this method we can represent the main climate forcings on an ice sheet, these being

astronomical forcing, GHG forcing and ice sheet feedbacks on the climate system. We have

tested this method against Northern Hemisphere control simulations of the last glacial cycle.

We have provided examples as to why an o✏ine forcing method, where the climate output

from one GCM simulation is used to force an ISM to equilibrium, can generate large errors.

In particular the o✏ine forcing method can significantly overestimate astronomical forcing.

Although other methods exist for simulating the long term evolution of the ice sheets (e.g.
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DeConto and Pollard, 2003a), these have often been applied to data poor periods (the EOT)

without first being shown capable of reproducing the evolution of the ice sheets in more data

rich periods (such as the last glacial cycle). By first testing our method against the last glacial

cycle we have been able to refine our method and understand its limitations.

The results of this chapter suggest that the individual representation of astronomical forcing

and GHG forcing within the GCM matrix can reproduce the results of our control simulations

with errors on the order of a few metres SLE. However, there was limited success in simulating

the last glacial cycle when using the full GCM matrix method, in particular for simulating the

last deglaciation. The RMSE compared to our control simulation was ⇠21 m SLE for our best

simulation using the full GCM matrix method. The largest source of error in the GCM matrix

method is in the representation of ice sheet feedbacks on the climate. The limitations of this

method should be borne in mind when interpreting the results from the subsequent chapters.

In the following chapters we will use the GCM matrix method to simulate the EAIS under

Eocene / Oligocene boundary conditions. The exercise presented in this chapter of simulating

the Northern Hemisphere ice sheets during the last glacial cycle will aid our simulation of

the EAIS in the next chapters. Following this evaluation of the GCM matrix method, we

will use the astronomical forcing AST3 and the ice sheet feedback method FB1 for these next

simulations. This work on the Northern Hemisphere ice sheets also illustrates the importance

of including basal sliding in these simulations. The di�culties in simulating the deglaciation

of the Northern Hemisphere ice sheets may also have implications for the high stability of the

EAIS seen in previous ISM studies (Pollard and DeConto, 2005; Langebroek et al., 2009), some

of which have used a methodology similar to that used here (Pollard, 2010).
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Chapter 4

Modelling the onset of Antarctic

glaciation – ice in the Eocene?
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4.1 Introduction

The aim of this chapter is to address some of the questions which have arisen from the discussion

in earlier chapters, in particular whether small ice sheets could have existed and contributed

to sea level fluctuations in the Eocene (Miller et al., 2005a, 2008a; Eldrett et al., 2007; Dawber

et al., 2011). Miller et al. (2008a) have used the results of a previous ice sheet modelling study

(DeConto and Pollard, 2003a) to argue in support of the existence of ephemeral ice sheets in

the Eocene. DeConto and Pollard (2003a) suggested that the onset of Antarctic glaciation was

driven by declining atmospheric CO2 at the EOT. Proxy records of atmospheric CO2 suggest

that the modelled CO2 threshold for Antarctic glaciation may have been crossed at times in the

Eocene, earlier than the EOT which is generally considered the period when continental scale

Antarctic glaciation first occurred in the Cenozoic (DeConto and Pollard, 2003a; Zachos et al.,

2008; Beerling and Royer, 2011).

For consistency with the modelling work in the previous chapter, it was our original intention

to use HadCM3L to provide the climate forcing for all of the Antarctic ISM simulations, a version

of the same GCM used in the previous chapter (HadCM3). Using HadCM3L would have had

advantages over previous work (DeConto and Pollard, 2003a) in that HadCM3L is a coupled

ocean-atmosphere GCM rather than a simpler atmosphere-only GCM with a slab ocean, as used

by DeConto and Pollard (2003a). Another apparent advantage of using HadCM3L is that a

number of the simulations that would make up the GCM matrix are already available, following

the early Eocene simulations of Lunt et al. (2010b, 2011). Therefore fewer additional simulations

would need to be performed. These pre-existing simulations are early Eocene simulations at

1⇥, 2⇥, 4⇥ and 6⇥ pre-industrial atmospheric CO2 (PIC, 280 ppmv). Simulations are also

available with variations in the astronomical forcing (Lunt et al., 2011). All of these simulations

were performed with an ice-free Antarctic, meaning that the only additional runs which would

need to be performed are simulations with an added Antarctic ice sheet, in order to include ice

sheet-climate feedbacks using the previously discussed GCM matrix method.

After conducting initial o✏ine ISM simulations using the climate forcing from the HadCM3L

simulations (Lunt et al., 2010b, 2011), the results were unexpected when compared with previous

simulations (Huybrechts, 1993; Pollard and DeConto, 2005; Langebroek et al., 2009). In order

to test the HadCM3L results, additional simulations were performed using simulations from

another 4 GCMs (CCSM3, ECHAM5, GISS (ModelE-R) and GENESIS). The results from this

inter-model comparison also suggest that the ISM simulations using HadCM3L are unusual.
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This inter-model comparison also lends new insights to the question of whether ice sheets could

have existed in the warmth of the Eocene, and will form much of the focus of this chapter.

All of the GCMs used in this chapter have been used to perform modern day control experi-

ments. Here we first discuss their performance over Antarctica relative to modern observations.

It should be noted that modern day performance may not be relevant to performance under

Eocene boundary conditions. Connolley and Bracegirdle (2007) evaluated 4 of the GCMs used

in this chapter (excluding GENESIS) against 15 other GCMs (used in the IPCC AR4) for their

performance compared with Antarctic re-analysis output. They assigned skill scores based on 5

variables (mean sea level pressure, height and temperature at 500 hPa, sea surface temperature,

surface mass balance), giving a skill score between 0 (low skill) and 1 (high skill). Over the

Antarctic region (defined at areas south of 45�S), ECHAM5 had the highest skill score (0.45)

of the 15 GCMs based on the 5 chosen variables, with HadCM3 (0.36) and CCSM3 (0.28) 4th

and 7th, respectively, and GISS (0.11) 14th. For Antarctic sea surface temperatures the skill of

all of the models was low, in part due to the method used to measure skill, however ECHAM5,

GISS and HadCM3 were in the top half of the 15 GCMs. HadCM3 had the joint best skill score

for surface mass balance over the Antarctic, with CCSM3 and ECHAM5 also scoring highly

(>0.9), however GISS had a low skill score (0.07) (Connolley and Bracegirdle, 2007).

4.2 Bedrock topography

Our choice of bedrock topography for the Antarctic ISM simulations is less straightforward than

for the Northern Hemisphere simulations in the previous chapter, for which we could use the

modern topography. Because we are investigating the onset of Cenozoic Antarctic glaciation, the

bedrock topography we use needs to be ice-free. In addition, the palaeo-geography di↵ers slightly

from modern due to continental movement and erosion (Wilson et al., 2011). There are 4 bedrock

topographies which we use for these simulations, these being the modern Bedmap1 topography

(Lythe and Vaughan, 2001; note that the Bedmap2 topography was recently published Fretwell

et al., 2013) with the ice sheet removed and accounting for isostatic adjustment (the approach

adopted by DeConto and Pollard (2003a)), which is our default topography. In addition we use

the proprietary topography used by Lunt et al. (2010b) and the 2 reconstructed topographies

of Wilson et al. (2011), which take into account past ice sheet erosion, thermal subsidence and

plate movement. In the following paragraphs we will discuss each of these in turn.

As can be seen from Figure 4.1.B, large parts of the modern Antarctic bedrock are below
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Figure 4.1: Antarctic topographies: A) the modern topography of Antarctica; B) the modern bedrock of

Antarctica from Bedmap1, note that large parts of East Antarctica are below sea level due to the isostatic

loading of the EAIS, approximate locations of regions referred to in the text: ASB – Aurora Subglacial

Basin; WSB – Wilkes Subglacial Basin; C) The bedrock of Antarctica following the removal of the ice

sheets and allowing for isostatic adjustment using the isostasy model within Glimmer. Approximate

locations of regions referred to in the text: QML – Queen Maud Land; EL – Enderby Land; GM – the

Gamburtsev Mountains; SP – South Pole; TM – the Transantarctic Mountains; WL – Wilkes Land; VL

– Victoria Land; D) Relaxed Bedmap1 topography, with subglacial lakes and coastal valleys in filled to

a minimum height of 10 m above modern sea level within the bounds of the East Antarctic continent,

marked in red. The black line marks a transect used in later Figures.
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modern sea level due to the pressure of the large ice sheets above (Figure 4.1.A). The large basins

to the south of the continent, in particular Wilkes Subglacial Basin and Aurora Subglacial Basin,

have been suggested as potential sources of past marine instability of the EAIS (Williams et al.,

2010; Pierce et al., 2011). Upon removing the ice sheets we take into account the isostatic

adjustment of the Antarctic continent using the isostasy model within Glimmer. The ice sheet

is removed by performing a simulation with very high ablation and no accumulation, with the

simulation then continued for 50 ka to allow for isostatic adjustment (Figure 4.1.C).

The marine margin problem we faced for the Northern Hemisphere simulations is also an issue

for the Antarctic simulations. The current lack of treatment of ice shelves within the Glimmer

ISM means that we cannot simulate the WAIS correctly. Although we significantly lowered the

marine margin (500 m) in the previous Northern Hemisphere simulations to allow the growth of

ice sheets across shallow seas, this would be an inappropriate solution for simulating the WAIS,

as the buttressing of the ice sheet from the surrounding ice shelves is so important (Pollard and

DeConto, 2009). We therefore make no attempt to simulate a marine based WAIS using the

Glimmer ISM, an approach also adopted by Hill et al. (2007) who also used a SIA-ISM.

The marine margin problem also a↵ects our simulation of the EAIS. Although the starting

ice-free East Antarctic continent is largely above sea level, as the ice sheet grows isostatic

loading means that areas of bedrock may be pushed below sea level. Although the Glimmer

ISM maintains ice even if the bedrock has been pushed below sea level, with the setup we have

adopted it cannot grow new ice on regions below sea level. Therefore as the EAIS regrows, it

creates regions of topography below sea level on which it cannot grow, resulting in the ice sheet

growing around these isolated regions of low topography.

To overcome this problem we can lower the marine limit (in e↵ect lowering sea level). For

our simulations, lowering the marine limit by 50 m is su�cient to avoid isolated ice-free regions

in the middle of the ice sheet. By lowering the marine limit 50 m there is limited advance of

the ice sheet onto the continental shelf. In addition, we fill in the sub-glacial lakes by raising

the topography of the East Antarctic continent to a minimum of 10 m above sea level (see

Figure 4.1.D). We consider this reasonable because a) the modern topography has been subject

to significant erosion since the Eocene/Oligocene transition (Wilson et al., 2011) and b) the

alternative is to lower the marine limit even further, resulting in further advance of the ice

sheet onto the continental shelf. The volume of sediment we are adding to the East Antarctic

continent is small (0.68 ⇥ 106 km3) compared to the volumes added in the erosion model of
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Wilson et al. (2011) for the East Antarctic (2.21�2.87⇥106 km3). Our approach to the marine

limit problem di↵ers from that of DeConto and Pollard (2003a), who also used a shallow ice

approximation ISM but simply constrained the ice sheet to the modern continental shoreline.

Imposing such a barrier is more problematic to implement using the Glimmer ISM, hence the

adoption of a slightly di↵erent approach here. Note that because of this approach, and due to

the ISM used, we cannot simulate potential marine instability around the East Antarctic basins

that at present day are below sea level.

The Antarctic continent has been subject to tectonic plate movements since the Eocene. The

relaxed Bedmap1 topography is therefore rotated anti-clockwise into its early Eocene position.

This varies depending on which palaeo-geography has been used in the GCM simulation. For

example, we rotate the Antarctic continent 6� anti-clockwise when using the climate from the

GCM simulations of Lunt et al. (2010b). Similarly, we rotate the bedrock topography so that it

is consistent with the palaeo-geography of whichever GCM simulation we are using. This is the

default topography we use for the Antarctic simulations, which we denote TOPO1 (see Figure

4.2.A).

The second bedrock topography we use (denoted TOPO2) is the proprietary data used by

Lunt et al. (2010b). This data set (a reduced resolution version of this topography is shown

in Figure 4.2.B) is similar to our default topography but has some key di↵erences. The main

di↵erence is the inclusion of a region of high topography along the coast of the northwest of

East Antarctica, between Queen Maud Land and directly north of the South Pole. As this

data is proprietary we do not have knowledge as to why this reconstruction includes this region

of high topography. It is not present in our default relaxed Bedmap1 topography, nor is it

included in the reconstructed topographies of Wilson et al. (2011) which we discuss below. The

Gamburtsev Mountains extend over a greater area and are higher in elevation than our default

topography. It is also at a relatively low e↵ective spatial resolution, therefore the surface is

much smoother than the relaxed Bedmap1 topography. Due to these uncertainties with this

topography we only use this topography for the purposes of sensitivity tests.

The final 2 topographies we use are from the reconstructions of Wilson et al. (2011), extended

from the earlier work of Wilson and Luyendyk (2009). These reconstructions attempt to take

into account the erosion, thermal subsidence and plate movements which have occurred since the

Eocene. The reconstructions make use of models for sediment erosion and thermal subsidence.

The sediment erosion models are constrained by observed sediment volumes deposited around
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Figure 4.2: A) Isostatically relaxed Bedmap1 topography of Lythe and Vaughan (2001), rotated into early

Eocene position (TOPO1); B) A reduced resolution version of the proprietary topography used by Lunt

et al. (2010b), we use a higher resolution version for our ISM simulations than that shown here (TOPO2)

C) Minimum (TOPO3) and D) maximum extent reconstructed Eocene/Oligocene topography of Wilson

et al. (2011). Note the increase in land surface area above modern sea level, in particular for the West

Antarctic.
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the Antarctic continent. Wilson et al. (2011) generated minimum (we denote as TOPO3)

and maximum (TOPO4) reconstructions based on di↵erent target sediment volumes, due to

uncertainties in o↵shore sediment volumes (see Figure 4.2.C-D). Wilson et al. (2011) do not

claim that these are accurate reconstructions of the Eocene/Oligocene topography, but argue

that they are 2 plausible end-members. The reconstruction of Wilson and Luyendyk (2009)

results in an increase in the total area of the Antarctic continent of 10 � 20 %. Based on

these reconstructions, the accommodation space of the Antarctic continent would have been

greater at the Eocene/Oligocene transition than present. For the minimum reconstruction of

Wilson et al. (2011), the total area above modern sea level is 12.4⇥ 106 km2 compared to the

relaxed Bedmap1 topography which has a total area of 10.5 ⇥ 106 km2. The total area of the

maximum reconstruction is 13.0⇥ 106 km2 (Wilson et al., 2011). The majority of this increase

in continental area is for the West Antarctic. Importantly, Wilson et al. (2011) suggested that

the during the Eocene/Oligocene the West Antarctic continent could have supported a largely

continental based ice sheet, rather than a marine based ice sheet as is present today.

All of the Eocene GCM simulations available to us have a deglaciated Antarctic and largely

submerged West Antarctic. As such, it is possible that the climate would di↵er if the recon-

structions of Wilson et al. (2011) were used for the GCM boundary conditions. Although we

will use the Wilson et al. (2011) topographies for sensitivity tests, it is with the caveat that

the climate forcing provided to the West Antarctic is from GCM simulations which may have

ocean cells over regions which are land in the reconstruction of Wilson et al. (2011). To test

the significance of the Wilson et al. (2011) topographies to the formation of the ice sheets at

the Eocene/Oligocene transition more accurately, it would be necessary to repeat the GCM

simulations using a palaeo-geography which incorporates the Wilson et al. (2011) Antarctic

topography.

4.3 O✏ine simulations

The first ISM simulations we perform are simple o✏ine simulations using the HadCM3L GCM

simulations of Lunt et al. (2010b). Although we criticised the o✏ine forcing method in the

previous chapter it does have certain relevant advantages, for example it is a useful method for

inter-model comparisons (Dolan et al., 2012). These o✏ine simulations allow us to estimate the

Antarctic glacial CO2 threshold for simulations using HadCM3L. In previous simulations using

the GENESIS GCM, the Antarctic glacial threshold was ⇠ 2.7⇥ PIC concentrations (⇠750
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Table 4.1: Default parameter values for Antarctic simulations, based on Lunt et al. (2008), referred to

as P3 in the text

default (P3) values units

↵
s

PDD factor for snow 3 mm d�1 �C �1

↵
i

PDD factor for ice 8 mm d�1 �C �1

f flow enhancement factor 3 -

G geothermal heat flux -50 mW m�2

� lapse rate 7 K km�1

ppmv) for large-scale, continental glaciation (DeConto and Pollard, 2003a). O✏ine simulations

are performed with the Glimmer ISM forced by the 1⇥, 2⇥, 4⇥ and 6⇥ PIC simulations of Lunt

et al. (2010b). These simulations use the same parameter values as Lunt et al. (2008), which we

refer to as P3 and are shown in Table 4.1. The P3 values di↵er slightly from the default values

used in the previous chapter (P1, see Table 3.2, based on Gregoire et al. (2012)), in that we

use the more commonly adopted value for the flow enhancement factor of 3 (Ritz et al., 1997),

and use a slightly higher value for the lapse rate (Pollard and Thompson, 1997). Our default

ISM setup does not include basal sliding (BS1). The impact of including basal sliding will be

investigated in sensitivity tests in the next chapter.

The o✏ine ISM simulations using HadCM3L are shown in Figure 4.3. Very little ice forms

on Antarctica, even in the 1⇥ PIC experiment (280 ppmv) using HadCM3L, in which only

1.1 ⇥ 106 km3 of ice has formed. The ice that has formed is composed of isolated ice caps in

the mountain regions. The GCM simulations used to drive the ISM have ice-free boundary

conditions over Antarctica, therefore there is no albedo feedback. The only feedback from the

growth of an ice sheet is height-mass balance feedback, which is calculated within the ISM.

However, it is surprising that no ice forms at pre-industrial atmospheric CO2 concentrations.

4.3.1 EoMIP simulations

For comparison with our ISM simulations forced by HadCM3L, we perform a number of similar

o✏ine simulations using the climate output from a number of di↵erent GCMs. These sim-

ulations are from the EoMIP project (Eocene Modelling Inter-comparison Project), a GCM

inter-comparison of early Eocene simulations (Lunt et al., 2012). The synthesis of these GCM

simulations was undertaken after the publication of a number of independent studies, as such this
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Figure 4.3: O✏ine simulations of the Antarctic ice sheets forced by the HadCM3L early Eocene simula-

tions of Lunt et al. (2010b)

is an informal model inter-comparison in that the GCM boundary conditions are not identical

(Lunt et al., 2012). Although the GCM simulations have slightly di↵erent boundary conditions,

they are broadly similar in that they use an early Eocene palaeo-geography and have ice-free

conditions over Antarctica. They can therefore be used to give an indication of the glacial

CO2 threshold of these di↵erent GCMs and show whether the o✏ine results using HadCM3L

are anomalous. To compare with our o✏ine simulations using HadCM3L, we perform addi-

tional o✏ine simulations using the climate output from early Eocene simulations using CCSM3

(Liu et al., 2009; Huber and Caballero, 2011), ECHAM5 (Heinemann et al., 2009) and GISS

(Roberts et al., 2009). In addition we use the climate output from Eocene/Oligocene simulations

using the GENESIS GCM (not included in EoMIP; DeConto et al., 2008). All of these GCMs

are coupled ocean-atmosphere models, with the exception of GENESIS which is configured in
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Figure 4.4: O✏ine simulations of the Antarctic ice sheets forced by the HadCM3L early Eocene simula-

tions of Lunt et al. (2010b), CCSM3 simulations of Huber and Caballero (2011), GENESIS simulations

of DeConto et al. (2008), ECHAM5 simulations of Heinemann et al. (2009) and GISS simulations of

Roberts et al. (2009). The 4⇥ PIC GISS simulation includes an additional CH4 forcing, which Roberts

et al. (2009) estimate makes this simulation equivalent to a 4.3 ⇥ PIC simulation. Note that there are

no 2⇥ PIC GISS simulations or 4⇥ PIC ECHAM5 simulations available to us.

atmosphere-only mode with a slab ocean.

As can be seen from Figure 4.4, the o✏ine simulations using the climate output from CCSM3

and ECHAM5 produce large ice sheets over much of East Antarctica at 2⇥ PIC (10.3�14.6⇥106

km3) and GENESIS produces a full continental sized EAIS at 2⇥ PIC (28.6⇥106 km3). However,

there is minimal ice in the equivalent 2⇥ PIC simulation using HadCM3L (0.3⇥ 106 km3). For

CCSM3 and ECHAM5, ice nucleates over Queen Maud Land and the Gamburtsev Mountains.

These 2 smaller ice sheets have combined to generate an intermediate sized ice sheet in the 2⇥

PIC simulations. Between 4⇥ and 2⇥ PIC a full continental sized ice sheet forms in the o✏ine

simulations using the GENESIS model. This is the same GCM used by DeConto and Pollard

(2003a) and produces a similar result to their glacial CO2 threshold. Another interesting result

of these o✏ine simulations is the relatively large ice sheet which has formed at 4⇥ PIC in

the simulation using CCSM3 (9.4 ⇥ 106 km3). The ice sheet in the 4⇥ PIC simulation using
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CCSM3 is only ⇠ 35% smaller than for the 2⇥ PIC simulation. This is plausibly a result of the

relatively low CO2 sensitivity of CCSM3 (Huber and Caballero, 2011). We also performed o✏ine

simulations using the output from CCSM3 at 8⇥ and 16⇥ PIC (not shown). The simulation

with CCSM3 at 8⇥ PIC generated minimal ice, with a total volume of 0.2⇥ 106 km3, and the

simulation at 16⇥ PIC was ice-free. This suggests that the glacial threshold for these CCSM3

simulations is between 8⇥ and 4⇥ PIC. The simulation using the GISS model is for 4⇥ PIC

and 7⇥ CH4 compared to pre-industrial concentrations. Roberts et al. (2009) estimate that

this GISS simulations is equivalent to a 4.3 ⇥ PIC simulation. When we use the climate output

from the GISS simulation to force the ISM it generates a small ice cap over Queen Maud Land,

this is a slightly higher volume than the 4⇥ PIC HadCM3L simulation.

4.3.2 Diagnosing di↵erences in EoMIP simulations

It is not immediately clear why the ISM simulations using the HadCM3L early Eocene simula-

tions of Lunt et al. (2010b) should generate such low ice volumes. Although Lunt et al. (2012)

noted certain di↵erences between the GCM simulations within EoMIP, their analysis did not

identify a disagreement which could explain our ISM results. The variables which are passed to

the ISM from the GCM output data are the annual mean air temperature (T̄
a

), annual air tem-

perature half range (�T
a

) and the total precipitation (P ). Much of the analysis by Lunt et al.

(2012) focused on the annual means from the GCMs. Interestingly, their analysis suggested

that when looking at the annual mean air temperatures, HadCM3L is cooler than CCSM3 and

ECHAM5 for the 2⇥ PIC simulations. This cool bias in the annual mean air temperatures is

especially pronounced for the Southern Hemisphere high latitudes.

The surface mass balance in the ISM is calculated using the climate output from the GCM.

The lack of ice in the simulations using HadCM3L is a result of the outputs of mass (ablation)

exceeding the inputs of mass (precipitation). The 3 variables which are passed to the ISM from

the GCM are summarised in Table 4.2 as averages over the East Antarctic continent and also as

averages over the mountainous regions (> 1500 m), the regions where ice tends to first nucleate.

The annual air temperatures are averaged over the ice-free surface (i.e. at the first time-step).

As can be seen from Table 4.2, HadCM3L has the lowest annual mean air temperature of the

4 GCM simulations over the East Antarctic continent for the 2⇥ PIC simulations. It also

produces the coolest temperatures of the 4 GCMs used in the 4⇥ PIC simulations.

The total annual precipitation averaged over the East Antarctic is lower for HadCM3L
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Table 4.2: Climate variables passed to the ISM from GCM simulations, shown as averages over the East

Antarctic continent (the East Antarctic continent is defined using the same mask as was used in Figure

4.1.D), with averages at elevations above 1500 m in parenthesis. T̄a is the annual mean air temperature,

�Ta is the annual air temperature half range (di↵erence between the warm month and the annual mean

temperature) and P is total annual precipitation.

T̄
a

(�C) �T
a

(�C) P (m yr�1)

HadCM3L 2⇥ PIC -12.4 (-19.4) 25.7 (28.2) 0.38 (0.31)

CCSM3 2⇥ PIC -3.4 (-12.0) 13.4 (16.0) 0.61 (0.60)

GENESIS 2⇥ PIC -8.4 (-16.1) 14.2 (14.7) 0.46 (0.39)

ECHAM5 2⇥ PIC -1.1 (-9.3) 12.2 (13.9) 0.74 (0.64)

HadCM3L 4⇥ PIC -7.0 (-13.8) 25.0 (27.3) 0.51 (0.38)

CCSM3 4⇥ PIC -0.7 (-9.2) 12.6 (15.1) 0.69 (0.68)

GENESIS 4⇥ PIC -3.1 (-10.7) 12.8 (13.0) 0.56 (0.49)

GISS 4⇥* PIC 0.6 (-6.7) 14.6 (15.9) 0.78 (0.74)

(0.38 m yr�1) than for the other simulations. This is also evident in the precipitation maps

shown in Figure 4.5 (Equivalent maps for the 4⇥ PIC simulations are included in Appendix D).

Note the especially low precipitation for the HadCM3L simulation over Queen Maud Land, the

Gamburtsev Mountains and the Transantarctic Mountains, the regions where ice first forms in

the simulations of DeConto and Pollard (2003a). However the total precipitation for GENESIS,

which generated the largest ice sheet of the ISM simulations at 2 ⇥ PIC, is also relatively low

(average 0.46 m yr�1 over the East Antarctic) compared to the other 2 GCMs. ECHAM5 has

the highest total precipitation over the East Antarctic (average 0.74 m yr�1), with CCSM3 the

second highest (average 0.61 m yr�1).

The relatively low total precipitation from the HadCM3L simulations may partially explain

the low ice volumes in the ISM simulations. However, it is the very high seasonality within

HadCM3L which is the most striking anomaly when compared to the other GCMs (see also

Figure 4.7). The seasonality of the GCM a↵ects the ablation as the PDD mass balance scheme

uses the annual air temperature half range, which is the di↵erence between the warmest month

and the annual mean (see Table 4.2). The annual air temperature half range of East Antarctica

is 25.7 �C for the 2⇥ PIC HadCM3L simulation, compared to 12.2 - 14.2 �C for the other

3 GCMs. The HadCM3L simulations are therefore anomalous compared to the other GCM

simulations in that they have the lowest annual mean air temperature, lowest precipitation and
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Figure 4.5: Total annual precipitation from EoMIP GCM simulations at 2⇥ PIC

also the highest annual air temperature half range.

To determine which of these 3 variables results in the lack of ice-growth in the HadCM3L

simulations we use the PDD mass balance scheme to calculate the potential snowmelt (â
s

) for

various annual mean air temperatures and annual air temperature half ranges. If the total annual

precipitation (which is assumed to all fall as snow) exceeds the potential snowmelt then snow

will accumulate. If the total annual precipitation is less than the potential snowmelt than there

is no year to year snow accumulation and an ice sheet cannot grow. We will therefore be able

to determine whether it is the low precipitation or the high seasonality (or some combination of

both) which results in the anomalous HadCM3L results. The potential snowmelt is calculated

from the PDD sum and the PDD factor for snow (Reeh, 1991):

â
s

= ↵
s

D
p

, (4.3.1)
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where ↵
s

is the PDD factor for snow (3 mm d�1 �C �1) and D
p

is the PDD sum. We use the

mass balance scheme described in the previous chapter to calculate D
p

using:

D
p

=
1

�
p
2⇡

Z
At

0

Z 50

0
T̄
a

exp

✓
�(T̄

a

� T 0
a

)2

2�2
T

◆
dTdt, (4.3.2)

where, �
T

is equal to 5�C, A
t

is the period of the year and T 0
a

is the daily surface air temperature

calculated using:

T 0
a

= T̄
a

+�T
a

cos

✓
2⇡t

A
t

◆
. (4.3.3)

Note that we ignore the random noise which is normally added to the daily surface air temper-

ature signal (see Equation 3.2.2). We can then numerically evaluate Equation 4.3.2 for various

values for the annual mean air temperature and annual air temperature half range, and there-

fore calculate the potential snowmelt. This is plotted in Figure 4.6, with the values for these

two variables from the di↵erent GCM simulations also shown.

Figure 4.6 shows that despite the low annual mean air temperatures of the HadCM3L simu-

lations over the mountainous regions of Antarctica, the potential snowmelt is still higher than

for the other 3 GCM simulations at 2⇥ PIC. This is due to the large annual air temperature

half range in the HadCM3L simulations. The potential snowmelt in the HadCM3L 2⇥ PIC

simulation is comparable to the CCSM3 4⇥ PIC simulation. This CCSM3 4⇥ PIC simulation

generated a large ice sheet, whereas the HadCM3L simulation did not. The total annual pre-

cipitation for the CCSM3 4⇥ PIC simulation is approximately double that of the HadCM3L

2⇥ PIC simulation over the East Antarctic. This would suggest that the low precipitation in

the HadCM3L simulations is also a significant factor. Based on the Clausius-Claperon relation,

the low precipitation is itself likely to be a result of the low air temperatures. In an idealised

simulation where we arbitrarily double the HadCM3L precipitation, a large ice sheet (18.1⇥106

km3 ) forms for the 2⇥ PIC simulation. This ice sheet di↵ers from the other simulations,

which nucleated between Queen Maud Land and the Gamburtsev Mountains, instead this area

is ice-free and the ice-sheet has grown over Victoria Land and Wilkes Land. This would suggest

that even with precipitation arbitrarily doubled, the region around Queen Maud Land and the

Gamburtsev Mountains is still precipitation limited for the HadCM3L simulation.
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Figure 4.6: Contours show potential snowmelt (m yr�1) for various annual mean air temperatures and

annual air temperature half ranges. If the total annual precipitation exceeds this amount then snow will

accumulate. Also shown are the values for T̄a and �Ta from the GCM simulations, averaged over the

mountainous regions (> 1500 m). Error bars for T̄a are 1 standard deviation of T̄a above 1500 m. The

mean precipitation over mountainous regions is included in parenthesis in the legend (m yr�1), and is

also shown on the plot as the blue markers. Note that for HadCM3L the precipitation, shown by the blue

markers, is significantly lower than the potential snowmelt.

The total annual precipitation values we have shown in Figure 4.6 are averages over the

mountainous regions. There is variability from this mean which explains why ice grows for

simulations where the mean annual precipitation is lower than the potential snowmelt. For

example, the potential snowmelt for the 4⇥ PIC CCSM3 simulation is above the mean annual

precipitation for the mountainous regions yet still produced a large ice sheet. Additionally, this

data is for ice-free conditions at the first time-step, and therefore does not include height-mass

balance feedback or ice-flow from regions of initial ice nucleation.
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4.4 HadCM3L seasonality

Although we have identified the reason for the lack of ice growth in the simulations using

HadCM3L as a consequence of the relatively low precipitation and in particular the strong

seasonality, it is not clear why the HadCM3L simulations are di↵erent. As previously mentioned,

the boundary conditions for these GCM simulations are not identical; for example the di↵erences

in the palaeo-geography are clearly visible in Figures 4.7 and 4.8. The strong seasonality in the

HadCM3L simulations is not just a result of very warm summers, but also cool winters. As

can be seen from Figure 4.7, for the early Eocene 2⇥ PIC simulations using HadCM3L there

is a very large annual temperature range over Antarctica. For HadCM3L, the annual range in

surface air temperature over Antarctica exceeds 60 �C in certain regions. The HadCM3L 4⇥ PIC

simulation has a slightly lower seasonality than the 2⇥ PIC simulation, but the seasonality is still

greater than for any of the other GCMs at 4⇥ PIC. This very large annual temperature range for

HadCM3L is also apparent in the high latitude Northern Hemisphere. None of the other GCMs

exhibit such a large annual temperature range in both hemispheres. This may suggest that

this anomaly is a result of di↵erences in the astronomical forcing between GCM simulations.

Although the GCM simulations do not have identical boundary conditions, the simulations

shown here are all for either a low seasonality or modern astronomical forcing. Sensitivity

tests using HadCM3L simulations with di↵erent astronomical forcing, including a simulation

favourable to Southern Hemisphere glaciation (minimum seasonality / cool summers), did not

generate any significant increase in ice volumes (not shown).

It is interesting to note that the GENESIS simulation has a relatively high annual temper-

ature range over the Northern Hemisphere, but not the Southern Hemisphere. This pattern is

unique to GENESIS amongst the 2⇥ PIC simulations, although the GISS 4⇥* PIC simulation

also shows a similar pattern. GENESIS is the GCM used by DeConto et al. (2008) in their study

investigating the thresholds for Northern Hemisphere glaciation. Their study suggested that

the threshold for Northern Hemisphere glaciation is ⇠280 ppmv, providing evidence against the

early Northern Hemisphere glaciation hypothesis. This hypothesis was based on evidence from

ice-rafted debris in the Eocene and Oligocene (Tripati et al., 2005; Eldrett et al., 2007), and

discrepancies between benthic �18O and Mg/Ca records across the EOT (Lear et al., 2000),

although this second issue has now largely been resolved (DeConto et al., 2008; Liu et al., 2009;

Wilson and Luyendyk, 2009). Given the strong seasonality seen in the GENESIS simulations in

the Northern Hemisphere, it would perhaps be interesting to repeat the experiment of DeConto
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Figure 4.7: Annual surface air temperature range over land from EoMIP GCM simulations at 2⇥ PIC

Figure 4.8: Annual surface air temperature range over land from EoMIP GCM simulations at 4⇥ PIC
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Figure 4.9: Annual surface air temperature range from modern / pre-industrial control GCM simulations

and ERA-40 re-analysis dataset.

et al. (2008) using another GCM; especially considering that the regions of low seasonality in

the Northern Hemisphere, the west of North America and northeast Asia, are also the regions

where ice first nucleates in their ISM simulations (DeConto et al., 2008).

To investigate whether the strong HadCM3L seasonality is a result of the early Eocene

boundary conditions, or a model bias, we have plotted seasonality maps for modern control

simulations from the 5 GCMs in Figure 4.9. The seasonality of the ERA-40 dataset is also

shown. Although the modern control HadCM3L simulation has a relatively high seasonality

compared with the other GCMs, especially over northern Asia, it is not significantly higher than

the ERA-40 dataset. Over Antarctica, which has a large ice sheet in these control simulations,

all of the GCMs have a similar seasonality. This suggests that the strong HadCM3L seasonality

is caused by the change to early Eocene boundary conditions.

The main di↵erences in the change to Eocene boundary conditions from modern boundary

conditions is the removal of the Antarctic ice sheet and the opening and closing of various

ocean gateways following changes in the palaeo-geography. The opening of ocean gateways was

suggested by Kennett (1977) as a possible cause of Antarctic glaciation (originally thought to

have occurred in the middle Miocene). This idea has subsequently been supported by some as

the cause of Antarctic glaciation at the EOT, in part due to the approximately coincident timing

of the abrupt shift in the benthic �18O record and the opening of the Drake Passage (seaway

between South America and the Antarctic Peninsula) in the late Eocene (Livermore et al.,

2005). A number of studies have used climate models to investigate the impact of opening and

130



closing ocean gateways on ocean circulation and climate throughout the Cenozoic (Huber et al.,

2004; von der Heydt and Dijkstra, 2008; Lunt et al., 2008; Sijp et al., 2009, 2011). Huber et al.

(2004) and Sijp et al. (2011) argued that the opening of seaways in the Southern Ocean generated

limited cooling over Antarctica, suggesting this was not the mechanism for the abrupt Antarctic

glaciation at the EOT. In the simulations used here, the palaeo-geographies are not identical,

but broadly they all have an open but shallow Drake Passage and all, with the exception of

the CCSM3 simulations (Huber and Knutti, 2011), have an open Tasman Gateway (seaway

between southeast Australia and the East Antarctic). No study, to our knowledge, has yet

investigated the impact of opening Southern Ocean gateways using HadCM3(L). It is possible

that HadCM3(L) is more sensitive to ocean circulation changes than the models used in previous

studies (Huber et al., 2004; Sijp et al., 2009, 2011), however it is di�cult to envisage how this

would explain the strong seasonality seen in both hemispheres of the HadCM3L experiments of

Lunt et al. (2010b). Hill et al. (2013) have recently submitted a study using HadCM3L which

may address some of these issues.

Other attempts at understanding why HadCM3L generates such a strong seasonality have

included additional HadCM3L simulations using a dynamic vegetation model (TRIFFID) as op-

posed to the homogenous shrub-land used by Lunt et al. (2010b) (Lopston 2012, personal com-

munication) and GENESIS simulations using the proprietary palaeo-geography used by Lunt

et al. (2010b) (Pollard 2012, personal communication). These additional GENESIS simulations

were also performed with a variety of vegetation types, although the GENESIS simulations are

without a coupled-ocean. The HadCM3L simulations with a dynamic vegetation model had

an equally strong seasonality, whereas the GENESIS simulations were similar to the standard

Eocene/Oligocene simulations (see Appendix D). Further diagnostic work is needed to under-

stand why HadCM3L has a strong seasonality under early Eocene boundary conditions, this

could include experiments replacing the East Antarctic ice sheet (similar to the experiments of

Goldner et al., 2012) and including changes to ocean gateways. This work is beyond the scope

of this thesis.

4.5 Glacial CO2 thresholds

Although the o✏ine simulations lack albedo feedbacks and astronomical forcings, we can approx-

imate the thresholds for Antarctic glaciation to allow further comparison between the di↵erent

climate models. Using the CO2 forcing method described in the previous chapter (3.3.3.2), we
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can calculate the CO2 threshold for the formation of an intermediate (which we define here as

25 m Eocene sea level equivalent (SLE)) and large (40 m Eocene SLE) ice sheet. Ice volumes

are converted to Eocene sea levels by accounting for the change in state from ice to seawater

and dividing by the total Eocene surface area (372.9⇥ 106 km2; DeConto et al., 2008). This is

only possible for the GCMs where simulations are available at more than one atmospheric CO2

concentration, these being HadCM3L, CCSM3 and GENESIS. In the simulations of Pollard and

DeConto (2005) using an earlier version of the GENESIS GCM with a constant astronomical

forcing, the glacial threshold was 2.1⇥ PIC for an intermediate ice sheet and 1.6⇥ PIC for a

large ice sheet. For the equivalent simulations including astronomical forcing, the CO2 thresh-

olds were higher, at ⇠ 3.0⇥ PIC and ⇠ 2.8⇥ PIC (Pollard and DeConto, 2005; reproduced

in Figure 1.7). Similar results were also found by Langebroek et al. (2009) using a reduced

complexity model, in their study focusing on Antarctic glaciation in the middle Miocene. The

thresholds for the formation of a large ice sheet in their study were 2.2⇥ PIC for the experiment

including astronomical forcing and 1.6⇥ PIC for the constant astronomical forcing experiment

(Langebroek et al., 2009).

In these transient CO2 experiments, we scale between 6⇥ and 0.5⇥ PIC using the climate

data from HadCM3L, CCSM3 and GENESIS. Although experiments are available at additional

CO2 concentrations, we interpolate between and extrapolate the simulations at 2⇥ and 4⇥ PIC

for consistency. Because simulations are only available at one atmospheric CO2 concentration for

ECHAM5 and GISS, we cannot estimate the CO2 thresholds for these models. However, based

on the results of the o✏ine simulations, for the 2⇥ simulation using ECHAM5 an intermediate

ice sheet has formed (⇠25 m Eocene SLE), suggesting the threshold for a large ice sheet (⇠40

m Eocene SLE) is below 2⇥ PIC. For GISS, the threshold for glaciation is likely to be below

⇠ 4.3⇥ PIC.

In the transient CO2 experiments (see Figure 4.10) there is important inter-model disagree-

ment. An intermediate ice sheet (25 m Eocene SLE) forms at 3.3⇥ PIC in the experiment using

CCSM3 and 2.5⇥ PIC in the experiment using GENESIS. Again the lack of ice in the experi-

ment using HadCM3L is clearly evident, with ice volumes increasing slowly towards ⇠ 1⇥ PIC.

Interestingly, a large ice sheet (>40 m Eocene SLE) does not form in any of the experiments,

with the exception of the experiment using GENESIS where it occurs at 2.4⇥ PIC. Recall that

none of these experiments include albedo feedbacks.

The pattern of ice growth also varies between GCMs. The CCSM3 experiment has 3 distinct
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Figure 4.10: Transient CO2 ISM experiments using climate output from hadCM3, CCSM3 and GENESIS

simulations. O✏ine simulations are shown as solid markers, with additional simulations from ECHAM5

and GISS. The climate for the transient experiments is calculated by interpolating between the 2⇥ and

4⇥ GCM simulations. Horizontal dotted lines are the thresholds for an intermediate (defined here as 25

m Eocene SLE) and a large ice sheet (40 m Eocene SLE). Also shown is the simulation of Pollard and

DeConto (2005) for a reduction in atmospheric CO2 and without astronomical forcing. The vertical bars

are the pre- and post-EOT atmospheric CO2 proxy estimates of Pagani et al. (2011).

steps in ice growth, whereas for GENESIS there is one major threshold. The study of DeConto

and Pollard (2003a), using an earlier version of the GENESIS GCM, showed the growth of

ice in a series of steps as ice first formed as isolated ice caps in the mountain regions. It

therefore appears unusual that our experiment using a later version of GENESIS does not show

this pattern. However, more recent simulations based on a modified method of that used by

DeConto and Pollard (2003a) and the same version of GENESIS we use here, also lack the

stepped pattern to ice growth (Pollard 2012, personal communication). Also note the greater

ice volume of our GENESIS simulations compared with that of Pollard and DeConto (2005) at

equivalent atmospheric CO2 concentrations.
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Figure 4.11: Transient CO2 experiments with varying values for the lapse rate parameter. A) Using

climate output from CCSM3 simulations B) Using climate output from GENESIS simulations. The hor-

izontal dashed lines are the ice volumes for an intermediate and large ice sheet. Note the high sensitivity

to the lapse rate parameter of the CCSM3 simulations.

4.5.1 Highlighting key sensitivities

We next perform sensitivity tests to determine how changing certain poorly constrained param-

eters a↵ects the glacial CO2 thresholds. Firstly, we highlight the impact of changing the lapse

rate. The lapse rate serves two purposes, it is used to allow for the cooling of the ice sheet

surface as it rises vertically through the atmosphere. Additionally, the lapse rate is used to

scale from the coarse GCM surface topography onto the finer topography used within the ISM.

We repeat the transient CO2 experiments for CCSM3 and GENESIS using lapse rates of 6, 7

and 8 K km�1 (see Figure 4.11), the default value used in the previous experiments was 7 K

km�1.

As can be seen from Figure 4.11.A, the simulations using CCSM3 are highly sensitive to the

value chosen for the lapse rate parameter. With the threshold for the growth of an intermediate

ice sheet varying between 1.2⇥ and 5.7⇥ PIC for lapse rates between 6 and 8 K km�1. With

the higher value for the lapse rate, the threshold for the growth of a large ice sheet is crossed at

2.4⇥ PIC. The simulations using GENESIS (Figure 4.11.B) are less sensitive to the value for the

lapse rate, with the threshold for the growth of an intermediate ice sheet varying between 2.2⇥

and 3.0⇥ PIC for the three values for the lapse rate. Similar simulations were also performed

using HadCM3L, however these had little impact on the low ice volumes seen in the previous
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Figure 4.12: Bedrock elevation transect, see Figure 4.1.D for map of transect. Shown is the ISM to-

pography and the surface topography from the di↵erent GCM simulations. Note the significantly lower

elevation of the CCSM3, ECHAM5 and GISS simulations. Additional GCM elevation maps are included

in Appendix D.

HadCM3L transient CO2 experiments, due to the previously discussed high seasonality, and are

therefore not shown here.

The reason for the strong sensitivity of the CCSM3 experiment to the lapse rate parameter

is due to the Antarctic topography within the GCM. For the simulations using CCSM3, the

Antarctic topography within the GCM (from the Sewall et al. (2000) palaeo-topography) is

significantly lower than the ISM topography. This is evident in the transect shown in Figure

4.12. The discrepancy between the GCM and ISM topography for the CCSM3 simulations

exceeds 1 km in certain regions. The Antarctic GCM topography within CCSM3 (and also

ECHAM5 and GISS) resembles the modern Antarctic bedrock topography without isostatic

adjustment. Because of this, there is a large lapse rate correction to the surface temperatures

as they are scaled from the GCM topography to the ISM topography. This results in the

high sensitivity to the value for the lapse rate parameter. This would also explain the results

of Huber and Nof (2006), which did not find snow accumulation over the Antarctic in an
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experiment with an earlier version of CCSM. They used the same GCM boundary conditions

as the CCSM3 experiment used here (Huber and Caballero, 2011). Similarly, Heinemann et al.

(2009) noted ice-free conditions over the Southern Hemisphere high latitudes in their simulation

using ECHAM5 (the same simulation used here).

For the GCM simulations using GENESIS, the GCM topography is much closer to the ISM

topography, therefore the ISM simulations are less sensitive to the lapse rate parameter. The

Antarctic topography in the simulations using CCSM3, ECHAM5 and GISS are all significantly

less mountainous than the ISM topography (GCM elevation maps are included in Appendix

D). The Gamburtsev mountain range in the centre of the East Antarctic continent is much

lower in elevation for these GCM simulations. Although there is uncertainty as to the past

uplift history of the Antarctic, the Gamburtsev Mountains are thought to have formed earlier

than the Eocene (Cox et al., 2010). This di↵erence in GCM topography over the Antarctic may

also a↵ect precipitation patterns, in addition to surface temperatures. Therefore the significant

disagreement between the ISM simulations in Figure 4.10 may be due to di↵erences in the GCM

boundary conditions, in addition to di↵erences between the GCMs. To undertake a more formal

GCM inter-model comparison it would be necessary to repeat the GCM simulations with iden-

tical boundary conditions. However, as noted by Lunt et al. (2012), the early-Eocene boundary

conditions are poorly constrained, therefore the broad range of GCM boundary conditions used

in this inter-model comparison may better represent the actual uncertainties.

We undertake further sensitivity tests using the 4 di↵erent Antarctic ISM topographies

available to us, which are described in an earlier section. Note that all of these topographies

are more mountainous than the GCM topography used in the CCSM3, ECHAM5 and GISS

simulations. The ISM topographies we use are: TOPO1, the default topography used in the

previous experiments; TOPO2, the proprietary topography used by Lunt et al. (2010b); and

TOPO3 and TOPO4, the minimum and maximum reconstructed topographies of Wilson et al.

(2011), respectively (see Figure 4.2).

The glacial CO2 threshold is sensitive to the choice of Antarctic bedrock topography. When

using the Wilson et al. (2011) topographies (TOPO3 and TOPO4), the onset of glaciation is at

a slightly higher atmospheric CO2 concentration than the default topography (TOPO1). This

is especially evident for the experiments using CCSM3 (Figure 4.13). This is due to a slightly

higher elevation of the mountains in Queen Maud Land and the Gamburtsev Mountains, the

regions where ice first nucleates. The di↵erence in mountain elevation is likely a result of the
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Figure 4.13: Transient CO2 experiments with varying ISM bedrock topography. A) Using climate out-

put from CCSM3 simulations B) Using climate output from GENESIS simulations. The ISM bedrock

topographies are shown in Figure 4.2.

di↵erent isostasy models used for our default topography and that used by Wilson et al. (2011).

Similar to the previous experiments, a large ice sheet does not form in the CCSM3 experiments

(the lapse rate is 7 K km�1). For the GENESIS experiments, the maximum size of the ice sheet

varies due to di↵erences in the total Antarctic surface area between the di↵erent topographies.

For the maximum reconstruction of Wilson et al. (2011) (TOPO4), an ice sheet of 32.5 ⇥ 106

km3 (78 m Eocene SLE) has formed at 2⇥ PIC. This increased ice volume compared to the

default topography experiment is largely due to the growth of a continental based WAIS.

4.6 The case for Eocene ice

Our interest in the possibility of land ice being present in the Eocene stems from the need to

constrain the upper end-member of the temperature / sea-level cross-plots discussed in Chapters

1 and 2, that being ice-free conditions. If there was significant ice present earlier than the

EOT it also has implications for certain geochemical proxies, such as Mg/Ca, which make

assumptions based on ice-free conditions (Lear et al., 2000). Based on previous modelling studies

(DeConto and Pollard, 2003a; Langebroek et al., 2009), and proxy records of atmospheric CO2

concentrations (Pagani et al., 2005, 2011; Pearson et al., 2009; Beerling and Royer, 2011), it is

plausible that Antarctica could have been partially glaciated at times during the Eocene. The
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Figure 4.14: Proxy estimates of atmospheric CO2, reproduced from Beerling and Royer (2011), with

Antarctic glacial thresholds from GCM-ISM inter-comparison. The dotted lines are the thresholds for an

intermediate ice sheet (25 m Eocene SLE) and the solid lines are the thresholds for a large ice sheet (40

m Eocene SLE), PD2005 is the Pollard and DeConto (2005) simulation with astronomical forcing and

L2009 is the Langebroek et al. (2009) simulation with astronomical forcing.

composite of proxy atmospheric CO2 records from Beerling and Royer (2011) is reproduced

in Figure 4.14. This would support the argument of Miller et al. (2008a) that Antarctica

experienced ephemeral glaciation earlier than the EOT, based on evidence from the sea level

records of Kominz et al. (2008) which show significant fluctuations in the Eocene. The o✏ine

simulations undertaken in this chapter, which include no representation of ice albedo feedbacks,

suggest that the modelled glacial CO2 is highly climate model dependant.

The ISM simulations using the climate from HadCM3L (Lunt et al., 2010b) do not support

the early Antarctic glaciation hypothesis, however, due to the strong seasonality and low pre-

cipitation over Antarctica using this model, there is also no significant glaciation at atmospheric

CO2 concentrations lower than PIC. Given that Antarctica is glaciated today this result seems

unlikely and is also anomalous when compared with previous modelling studies (Huybrechts,

1993; DeConto and Pollard, 2003a; Langebroek et al., 2009) and the other 4 GCMs used in the
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inter-model comparison presented here. At 4⇥ PIC small ice caps (< 25 m Eocene SLE) have

formed in the experiments using the climate output from CCSM3 and GENESIS. At 2⇥ PIC,

an intermediate ice sheet (> 25 m Eocene SLE) has formed in the experiments using CCSM3,

ECHAM5 and GENESIS. The compilation of atmospheric CO2 proxies of Beerling and Royer

(2011) suggests that atmospheric CO2 was likely between 4⇥ and 2⇥ PIC throughout much of

the Eocene (see Figure 4.14). With the exception of the experiment using HadCM3L, none of

the experiments support ice-free conditions during the Eocene based on current atmospheric

CO2 reconstructions.

An alternative way of addressing the question of land ice in the Eocene is to instead ask why

the Eocene was ice-free if indeed it was. Although our modelling, coupled with the proxy records

of atmospheric CO2, suggests that isolated ice caps would have existed, we do not assume that

this is correct. This caution is warranted given the significant inter-model disagreement. It

seems plausible that a mountainous continent located over the pole would support ice caps.

However, there are a number of additional factors which we have not yet fully addressed.

The opening of ocean gateways, in particular the Drake Passage, was proposed as a mecha-

nism for the onset of Antarctic glaciation (Kennett, 1977). The modelling studies of DeConto

and Pollard (2003a) and Huber et al. (2004), coupled with the synchronous decrease in atmo-

spheric CO2 at the EOT (Pagani et al., 2011), suggest decreasing atmospheric CO2 rather than

the opening of ocean gateways as the primary mechanism for continental Antarctic glaciation.

However, DeConto and Pollard (2003a) suggest that the opening of ocean gateways could have

lowered the CO2 glacial threshold. This is because prior to the opening of the Drake Passage

and the development of the Antarctic Circumpolar Current (ACC) there was greater merid-

ional heat transport towards the Southern Hemisphere high latitudes. All of the early Eocene

GCM simulations we have used have an open but shallow Drake Passage, resulting in partial

development of the ACC. The CCSM3 experiment has a closed Tasman Gateway (Huber and

Caballero, 2011; Sewall et al., 2000). It is possible that if the experiments were repeated with

a closed Drake Passage then the glacial CO2 threshold would be lower, potentially below that

suggested by the proxy records for the Eocene. In an idealised experiment where the meridional

heat transport was increased by 20 % to represent a closed Drake Passage, DeConto and Pollard

(2003a) noted a slight lowering of the glacial CO2 threshold to 2.3⇥ PIC, compared with 2.8⇥

PIC for an open Drake Passage experiment. The GCM simulations used here have a partially

opened Drake Passage, so it is possible that the increase in the glacial CO2 threshold would be

less than for the DeConto and Pollard (2003a) open / closed experiment, if additional GCM
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simulations with a closed Drake Passage were undertaken.

Proxy sea surface temperature records suggest that there was a reduced meridional tempera-

ture gradient in the Eocene, in particular the early Eocene, with the high latitudes significantly

warmer than modern (Bijl et al., 2009; Hollis et al., 2009; Liu et al., 2009; Bijl et al., 2010) and the

low latitudes only slightly warmer than modern (Sexton et al., 2006; Lear et al., 2008; Keating-

Bitonti et al., 2011). Climate models, including those used here, have had limited success in

reproducing this reduced meridional temperature gradient (Roberts et al., 2009; Winguth et al.,

2010). For HadCM3L and CCSM3, the best model-data agreement requires high atmospheric

CO2 concentrations, in the range of ⇠ 9 � 18⇥ PIC (Lunt et al., 2012). These atmospheric

CO2 concentrations appear high when compared with the proxy estimates. However, Huber

and Caballero (2011) suggest that this increased radiative forcing is not necessarily just due

to atmospheric CO2, but could include feedbacks from other greenhouse gases, cloud feedbacks

or other unknown factors. This increased radiative forcing could be su�cient to prevent snow

accumulation, for example our CCSM3 simulation at 16⇥ PIC is ice-free. Alternatively, the

CO2 sensitivity could be higher than that suggested by the GCMs, which is particularly low

for CCSM3 and GENESIS (Huber and Caballero, 2011). Indeed, simulations using ECHAM5

require only moderate atmospheric CO2 concentrations (2⇥ PIC) to show reasonable agree-

ment with the sea surface temperature data, a result of the higher CO2 sensitivity of ECHAM5

(Heinemann et al., 2009). It is interesting therefore that our ISM simulations using the climate

from this ECHAM5 simulation produced a large (10.3⇥ 106 km3) ice sheet. This is perhaps de-

pendent on the large lapse rate correction required from the relatively low Antarctic topography

used in the ECHAM5 simulation to the ISM topography we use.

As discussed in previous chapters, there is a large (⇠1.5 ‰) increase in the benthic �18O

record at the EOT, caused by deep-sea cooling (Liu et al., 2009; Lear et al., 2010; Pusz et al.,

2011) and/or the growth of a continental sized Antarctic ice sheet (Zachos et al., 2001a; Houben

et al., 2012). Recent independent estimates suggest that part of this shift was due to ⇠ 1.5� 5

�C of deep-sea cooling (Liu et al., 2009; Lear et al., 2010), which would imply the remainder

was due to the growth of an ice-sheet with a volume of ⇠ 10�45⇥106 km3 (using a calibration

of 0.0246 ‰ 106 km�3 of grounded ice, DeConto et al., 2008). Based on our simulations, the

lower ice volume estimate could easily be accommodated on Antarctica, even if the continent

was partially glaciated before the event. Our largest ice volume estimate is 32.5 ⇥ 106 km3

using the GENESIS simulation at 2⇥ PIC and the upper estimate of Wilson et al. (2011) for

the bedrock topography. Therefore if the EOT �18O shift was caused by the growth of an ice
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sheet of 45 ⇥ 106 km3 (i.e. deep-sea cooling was 1.5 �C), it would require ice-free conditions

prior to the event and potentially the additional growth of Northern Hemisphere ice sheets.

4.7 Summary

The inter-model comparison which has formed much of this chapter highlights that the modelled

Antarctic CO2 threshold is highly model and model configuration dependant. The threshold

for the growth of an intermediate ice sheet (25 m Eocene SLE) varies between 2 and 3.3 ⇥

PIC when using the climate output from GENESIS, CCSM3 and ECHAM5 Eocene simulations

and our default parameters. A significant part of this disagreement is due to di↵erences in the

GCM boundary conditions, in particular the topography over the Antarctic. Of the pre-existing

early Eocene GCM simulations we have used here, 3 have relatively low topography over the

Antarctic. The higher resolution ISM topographies we use are significantly more mountainous,

requiring a large lapse rate correction. Because the lapse rate is a poorly constrained parameter

and likely to vary spatially, the lapse rate correction is a large potential source of error. We

have not investigated ISM dependance in this chapter, and we have only used one ISM and one

surface mass balance scheme. It is possible that the CO2 threshold could also vary if a di↵erent

ISM or surface mass balance scheme were used.

The simulations using the HadCM3L simulations of Lunt et al. (2010b) have relatively low

precipitation and a very high seasonality, which results in little snow accumulation, even at

low atmospheric CO2 concentrations. This result is anomalous when compared to the results

of 4 other GCM simulations. The ISM simulations using the climate output from CCSM3,

GENESIS and ECHAM5, suggests that grounded ice could have existed earlier than the EOT,

based on current estimates of atmospheric CO2. This would be in support of evidence from

sea level records (Miller et al., 2005a; Kominz et al., 2008). If the Antarctic was ice-free in

the Eocene it may suggest than some other mechanism prevented glaciation. For example, it

is possible that stronger net radiative forcing, in addition to CO2 forcing, resulted in warmer

high latitudes than shown in the GCM simulations used here. Alternatively, the impact of the

opening of ocean gateways and changes in ocean circulation could be greater than suggested by

recent studies (DeConto and Pollard, 2003a; Huber et al., 2004).

The ISM simulations shown in this chapter have used a simple o✏ine forcing, with no albedo

feedbacks or changes in the astronomical forcing. In the next chapter we will use a more

sophisticated forcing method, using the climate output from 18 GENESIS GCM simulations.
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This will include astronomical forcing and a representation of albedo feedback. Unfortunately

we cannot use any of the other GCMs for this alternative forcing method as we do not have the

required GCM simulations available. In addition to investigating how these additional forcings

a↵ect Antarctic glaciation, this forcing method will allow us to investigate another issue which

has proved problematic for previous coupled ice sheet - climate simulations of the Cenozoic, the

hysteresis problem. The strong hysteresis shown by previous modelling studies (Pollard and

DeConto, 2005; Langebroek et al., 2009) means that the EAIS is very stable once a continental

sized ice sheet forms, as occurred at the EOT. This could be problematic for explaining the

subsequent sea level fluctuations in the Oligocene and Miocene, if the EAIS was indeed stable

(Kominz et al., 2008).
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Antarctic ice sheet hysteresis
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5.1 Introduction

In this chapter we will use the GCM matrix method to perform idealised ISM simulations

for the glaciation and possible deglaciation of the East Antarctic ice sheet (EAIS) under

Eocene/Oligocene boundary conditions. There has been a longstanding argument regarding

how stable the EAIS was in the Oligocene, Miocene and Pliocene, the period after a conti-

nental sized ice sheet formed at the EOT (Huybrechts, 1993; Zachos et al., 2001a; Pollard and

DeConto, 2005; Hill et al., 2007; Kominz et al., 2008; Langebroek et al., 2009).

There is evidence for fluctuations in sea level during the Oligocene, from records of benthic

�18O (Zachos et al., 2001a; Wade and Palike, 2004; Pälike et al., 2006) and sequence stratigraphy

(Miller et al., 2005a; Kominz et al., 2008; Gallagher et al., 2012), which have been attributed

to changes in the volume of the Antarctic ice sheets. Across the Oligocene/Miocene transition,

there is a large glacial event (Mi-1) (Miller et al., 1991; Zachos et al., 2001b; Liebrand et al.,

2011), implying that there was a reduced ice volume before the event. This is followed by a

number of subsequent glacial / deglacial events in the Miocene (Miller et al., 1991; Pekar and

DeConto, 2006; Shevenell et al., 2008; Liebrand et al., 2011; John et al., 2011). During the mid-

Pliocene climate optimum, sea level was ⇠25 m higher than modern (estimates vary between

+5 and +40 m; Dowsett and Cronin, 1990; Wardlaw and Quinn, 1991; Kaufman and Brigham-

Grette, 1993; Miller et al., 2005a; Naish and Wilson, 2009; Miller et al., 2012), which cannot

be explained solely by the loss of ice from the Greenland ice sheet and the West Antarctic ice

sheet (WAIS), suggesting additional mass loss from the EAIS (Raymo et al., 2009). It should be

noted that these sea level estimates are complicated by glacio-isostatic adjustments, which are

often not accounted for (Raymo et al., 2011). The proxy records of sea level therefore suggest

that the EAIS was dynamic after a continental sized ice sheet formed at the EOT.

Ice sheet modelling studies have struggled to achieve a significant deglaciation of the EAIS

once a continental sized ice sheet has formed (Huybrechts, 1993; Pollard and DeConto, 2005;

Langebroek et al., 2009). This is due to a strong hysteresis which means that the deglacial

CO2 threshold is higher than the glacial CO2 threshold (Pollard and DeConto, 2005; Lange-

broek et al., 2009). This problem is exacerbated by the relatively low (typically < 750 ppmv)

atmospheric CO2 in the Oligocene, Miocene and Pliocene suggested by proxy records (Pagani

et al., 2005, 2009, 2011; Beerling and Royer, 2011; Foster et al., 2012). The ice sheet modelling

studies which have achieved partial deglaciation of the EAIS have either required a climate

forcing using GCM boundary conditions which already have a reduced EAIS (Hill et al., 2007;
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Dolan et al., 2011), or have used an inverse forcing method which is constrained by �18O data

(de Boer et al., 2010).

Our interest in this hysteresis e↵ect is twofold; firstly it remains a significant source of dis-

agreement between data and models (Pollard and DeConto, 2005; Miller et al., 2005a). Secondly

we are using data from the Cenozoic, broadly a period of cooling (Lear et al., 2000), to inves-

tigate the past temperature / sea level relationship. Because of the ice sheet hysteresis e↵ect,

the temperature / sea level relationship could be di↵erent for a period of warming, like that

predicted for the coming century (Solomon et al., 2007), than for the cooling which has made

up much of the Cenozoic.

5.2 Ice sheet hysteresis

The first type of hysteresis we discuss in this chapter is that arising from height-mass balance

(HMB) feedback operating on a continent bound by an ocean, such as the Antarctic continent

(Oerlemans, 1981, 2002; Pollard and DeConto, 2005). Beginning with no ice and a warm cli-

mate, the snowline (the point at which accumulation exceeds ablation) is above the continental

floor and there is no large-scale glaciation. As the snowline descends due to cooling, for example

from a reduction in atmospheric CO2 or astronomical forcing, it intercepts the continental floor

and large scale glaciation occurs. Due to the atmospheric lapse rate, as the ice sheet grows

vertically through the atmosphere its surface is cooled (Oerlemans, 1981). For the Antarctic, as

the ice sheet grows it becomes bound by the limits of the continent, with ice lost through calving

at the coast and a positive mass balance existing over the ice sheet interior (see Figure 5.1.A).

For deglaciation to occur, the snowline must rise above the ice sheet surface, which is now sig-

nificantly higher than the ice-free continental floor (see Figure 5.1.C). The stability is enhanced

by the steep slopes at the ice sheet edge, as the ice sheet is bound by the ocean, meaning that

there is limited melt at the ice sheet flanks. This hysteresis e↵ect is therefore especially strong

when the Antarctic is covered with a continental sized ice sheet. Once deglaciation has started,

the feedback works in reverse, with the ice sheet surface descending due to surface melting,

which is then enhanced as the lapse rate generates increased warming (Pollard and DeConto,

2005). Because of this e↵ect the deglacial threshold is above the glacial threshold (Pollard and

DeConto, 2005; Langebroek et al., 2009). This e↵ect occurs regardless of whether the ice albedo

e↵ect is accounted for (Pollard and DeConto, 2005).

The higher albedo of the ice sheet surface compared with bare bedrock generates additional
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Figure 5.1: Schematic of height-mass balance feedback. A) representation of the geometry of a large ice

sheet on a flat continent bound by ocean, grey line is the continental floor, the ice sheet surface is shown

as a black line, the horizontal dotted line is the snowline for an ice sheet in equilibrium. B) geometry of a

small ice sheet on sloping terrain with a central peak (after Pollard and DeConto, 2005, their Figure A.1;

Weertman, 1976), grey line is the bedrock, the ice sheet surface is shown as a black line, the horizontal

dotted line is the snowline for an ice sheet in equilibrium. C) hysteresis for a large ice sheet on a

flat continent bound by ocean (after Pollard and DeConto, 2005, their Figure 1.B; Oerlemans, 2002),

snowline elevation is with respect to the continental floor, the blue line is for a cooling and lowering of

the snowline from an ice-free state, the blue dot is the last stable state, the red line is for a warming

and raising of the snowline from a glaciated state, the red dot is the last stable state, the dashed black

arrows show possible transitions. D) hysteresis for a small ice sheet on a sloping terrain with a central

peak (after Pollard and DeConto, 2005, their Figure 1.A; Weertman, 1976), snowline elevation is with

respect to the central mountain peak, the blue line is for a cooling and lowering of the snowline from

an ice-free state, the blue dot is the last stable state, the red line is for a warming and raising of the

snowline from a glaciated state, the red dot is the last stable state, the dashed black arrows show possible

transitions. Note the di↵erent sizes of the ice sheets and hysteresis.
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cooling as a greater proportion of the incoming solar radiation is reflected by the ice. The

inclusion of ice albedo generates a hysteresis e↵ect in the same sign as the HMB feedback

(Pollard and DeConto, 2005). Brooks (1949) proposed that the growth of a “small” sea ice

cap from a modest cooling would generate an additional cooling from the albedo feedback.

This additional albedo cooling would be proportional to the ice cap area, which would increase

nonlinearly as a circular ice cap grew outwards from the pole. In an idealised Earth covered

with water, the increased cooling from the growth of an ice cap at the pole could exceed the

meridional warming (depending on the meridional temperature gradient), generating a runaway

increase in the ice cap area until a su�ciently warm latitude were reached. This would lead

to the growth of a “large” sea ice cap, which would extend much further than the limit of the

initial cooling. For a climate warming, this nonlinear response would operate in reverse, and

there would be an abrupt loss of ice after su�cient warming. The climate would need to cool

beyond the point of this abrupt ice loss to re-establish a sea ice cap, therefore exhibiting a

hysteresis e↵ect (Winton, 2006). Brooks (1949) suggested that the only stable solutions were

an unglaciated state and a fully glaciated state, with an ice cap large enough to control its

own climate (Notz, 2009). Although this argument was based on a sea ice cap, Brooks (1949)

suggested that the same argument could hold for land ice. Whether such a situation would

actually exist in nature has been subject to some debate, with the e↵ect becoming known as

the ‘small ice cap instability’ (North, 1984; Crowley et al., 1994; Winton, 2006; Notz, 2009).

An e↵ect similar to that originally described by Brooks (1949) has been seen in some di↵usive

energy balance model studies, although the e↵ect has been attributed to both albedo feedback

(North, 1975, 1984; Birchfield et al., 1982; Mengel et al., 1988) and HMB feedback (Weertman,

1961, 1976; Oerlemans, 1981, 1982). The HMB small ice cap instability di↵ers from the large

scale HMB hysteresis described above in that it involves relatively small terrestrial ice caps on

sloping (e.g. mountainous) terrain (Figure 5.1.B; Weertman, 1976; Pollard and DeConto, 2005).

The magnitude of this hysteresis is also significantly smaller than that described above (Pollard

and DeConto, 2005). The albedo feedback small ice cap instability seen in certain energy

balance models has been attributed to the parameterisation of the albedo feedback and of the

di↵usion of heat from the interior of the ice cover (North, 1984; Notz, 2009). This e↵ect was

often considered a modelling quirk of these relatively simple models which should be removed

by altering the parameterisation, for example by smoothing the albedo feedback at the ice edge

or by using a nonlinear di↵usive heat transport (North, 1984). However, a similar e↵ect was

also seen in a GCM study with a more sophisticated representation of heat transport (Crowley
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et al., 1994). More recent GCM studies are inconclusive as to whether such an instability exists

for a sea ice cap (Winton, 2006), although there is some support for such an instability existing

for the transition from seasonal sea ice cover to an ice-free state (Eisenman and Wettlaufer,

2009).

Pollard and DeConto (2005) attributed the significant hysteresis seen in their Antarctic

ice sheet modelling study to the HMB feedback caused by continental scale glaciation on an

ocean bound continent. However the study of Pollard and DeConto (2005) had only a rough

representation of albedo feedback and the authors suggested that the hysteresis would be even

greater with an improved representation of albedo feedback. The hysteresis was found to be

sensitive to the inclusion of astronomical forcing (Pollard and DeConto, 2005), which was also

shown by the study of Langebroek et al. (2009) using a reduced complexity model. The inclusion

of this astronomical ‘noise’ in addition to the background forcing from changes in atmospheric

CO2 was capable of generating an earlier transition between the two stable states (Pollard and

DeConto, 2005; Langebroek et al., 2009). In this chapter we will perform various sensitivity

studies investigating ice sheet hysteresis. Because of the computationally e�cient method we

have developed, our work will build on previous studies by using a complex climate model to

perform many ice sheet simulations.

5.3 Hysteresis experiments

In this section we perform idealised ice sheet hysteresis experiments using Eocene/Oligocene

simulations from the GENESIS GCM. Our representation of albedo feedback will be based

on the GCM matrix method (Pollard, 2010), discussed in Chapter 3. The GCM matrix will

also be used to include astronomical forcing and atmospheric CO2 forcing, using the methods

described and tested in Chapter 3. We will perform a number of sensitivity tests with these

forcings turned on and o↵, to determine their e↵ect on the ice sheet hysteresis. In addition we

will perform simulations with enhanced basal sliding.

In these hysteresis experiments we decrease atmospheric CO2 from 8⇥ PIC down to 1⇥

PIC and perform the same simulation in reverse, starting at 1⇥ PIC. Note that rather than

performing a continuous simulation decreasing and then increasing atmospheric CO2 we choose

to perform two simulations to reduce the time taken for computation. The initial conditions

for the forward (cooling) run are an ice-free Antarctic, and for the reverse (warming) run are

full scale glaciation. The glaciated starting conditions are achieved by performing a 100 ka

149



3333.53434.53535.53636.5

340

360

380
su

m
m

er
 in

so
la

tio
n 

70
°S

 (W
m
−2

)

0

0.02

0.04

0.06

ec
ce

nt
ric

ity

21
22
23
24
25

ob
liq

ui
ty

 (d
eg

)

−0.1

0

0.1

cli
m

at
ic 

pr
ec

es
sio

n

3333.53434.53535.53636.5
2x

4x

6x

8x

at
m

os
ph

er
ic 

CO
2 (P

IC
)

age (Ma)

Figure 5.2: Forcing used for hysteresis experiments. Astronomical forcing used is for the 6 warmest

months at 70�S (see Chapter 4), for fixed astronomical forcing a constant value of 360 Wm�2 is used.

Based on the astronomical solutions of Laskar et al. (2004), the astronomical parameters are also shown

for reference. Atmospheric CO2 is either increased or decreased linearly between 8⇥ and 1⇥ PIC.

equilibrium simulation at 1⇥ PIC at the start of the reverse simulation. Each simulation lasts

3.5 Ma, resulting in a rate of CO2 change of 280 ppmv per 500 ka. This rate of CO2 change is an

order of magnitude faster than the rate used by Pollard and DeConto (2005) and Langebroek

et al. (2009) who performed similar hysteresis experiments with a rate of CO2 change of 28

ppmv per 500 ka. However, faster rates of CO2 change are recorded across the EOT (Pagani

et al., 2011), leading us to assume that we are not changing atmospheric CO2 too quickly for

the purposes of these idealised experiments. For the astronomical forcing experiments we use

the astronomical solutions of Laskar et al. (2004), starting at 36.5 Ma and ending at 33 Ma (see

Figure 5.2).
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Figure 5.3: Hysteresis experiment with A) ice sheet feedbacks turned on and B) ice sheet feedbacks turned

o↵. The blue lines are for the cooling direction and the red lines for the warming direction. These

experiments are for a constant astronomical forcing which is similar to the modern astronomical forcing.

Basal sliding is turned o↵ in these experiments. The upper x-axis, in units of doublings of atmospheric

CO2 takes into account the logarithmic dependence of CO2 forcing, see text for an explanation.

5.3.1 Ice sheet – climate feedback

The first simulations we perform are constant astronomical forcing simulations with ice sheet

feedback turned either on or o↵. We refer to this feedback as ice sheet feedback as it includes

feedbacks from the growth of an ice sheet on albedo, atmospheric circulation and precipitation

patterns. We interpolate between GCM simulations with the following Antarctic boundary

conditions: no ice over the Antarctic, an intermediate ice sheet and a full ice sheet over the

Antarctic. This interpolation is based on the total volume of ice which has grown in the ISM

(see Chapter 3 for a detailed discussion of the GCM matrix method). The feedback does not

include HMB feedback, which is calculated by the ISM itself. Therefore both the ice sheet

feedback on and ice sheet feedback o↵ simulations include HMB feedback.
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As can be seen from Figure 5.3, the inclusion of ice sheet feedbacks results in the earlier

onset of glaciation at a higher atmospheric CO2 concentration. A large ice sheet (40 m sea level

equivalent) forms at 4.4⇥ PIC in the simulation with ice sheet feedbacks, compared with 2.9⇥

PIC for the simulation without ice sheet feedbacks. In the simulation with ice sheet feedback,

once a continental sized ice sheet has formed, there is a slight reduction in ice volume with

further decrease in atmospheric CO2. It is likely that this is due to decreased precipitation with

decreasing temperature. The precipitation is also lower in the simulation with ice sheet feedback

turned on because of changes in atmospheric circulation from the growth of an elevated, dry ice

sheet. This feedback on precipitation does not occur in the simulation shown in Figure 5.3.B.

For the warming simulations, shown as red lines in Figure 5.3, a deglaciation does not occur

in the simulation with ice sheet feedback included, even towards the end of the simulation when

atmospheric CO2 has reached 8⇥ PIC. We do not extend the simulations by extrapolating

beyond 8⇥ PIC as this is already a large extrapolation from the 4⇥ PIC GCM simulation,

note that we do not have a GCM simulation available higher than 4⇥ PIC. This is similar to

the preliminary results of Pollard and DeConto (2005), in their simulation without astronomical

forcing and an improved representation of albedo feedback to that shown in Pollard and DeConto

(2005). In the simulation without ice sheet feedback a multiple stepped deglaciation occurs, in

contract to the glaciation which occurred in a single step, with only small ice caps remaining

at 5.5⇥ PIC. Another interesting e↵ect is evident during the deglaciation, with small increases

in ice volume after each of the deglacial events. This is caused by isostatic unloading as ice is

removed, leading to a rebounding of the bedrock and cooling of the remaining ice sheet surface

through HMB feedback. A similar e↵ect was observed in the simulations of Oerlemans (1981).

There is significant hysteresis in both of the simulations shown in Figure 5.3. In the simu-

lations without ice sheet feedback, this is caused by HMB feedback which is enhanced by the

constraints of the Antarctic continent after a large ice sheet has formed. The hysteresis is fur-

ther enhanced by the representation of ice sheet feedbacks from the GCM matrix method, to

the extent that a deglaciation does not occur in our constant astronomical forcing simulation

with ice sheet feedback.

5.3.2 Astronomical forcing

In the next set of simulations we include astronomical forcing. The 2 simulations shown in

Figure 5.4 also have the albedo feedback turned on (Figure 5.4.A) and o↵ (Figure 5.4.B). The

152



0 1 2 3

0

10

20

30

ic
e 

vo
lu

m
e 

(1
06  k

m
3 )

PIC2x

A

1x 2x 3x 4x 5x 6x 7x 8x
0

10

20

ic
e 

vo
lu

m
e 

(1
06  k

m
3 )

atmospheric CO2 (PIC)

B

Figure 5.4: Hysteresis experiment with astronomical forcing A) with ice sheet feedback and B) without

ice sheet feedback

astronomical forcing method is described in Chapter 3 and is based on the summer (6 peak

months) insolation at 70 �S, based on the astronomical solutions of Laskar et al. (2004). This

di↵ers from the astronomical forcing of Pollard and DeConto (2005), who used a synthetic

astronomical forcing which was repeated throughout the duration of their simulation. Our

method is similar to Langebroek et al. (2009), who also used an astronomical reconstruction but

with a reduced complexity model. The astronomical forcing is evident in Figure 5.4 as the high

frequency oscillations superimposed on the broader trend. These oscillations are significantly

dampened in Figure 5.4.A when a continental sized ice sheet is present.

The inclusion of astronomical forcing has a small impact on the atmospheric CO2 threshold

in our simulations, which occurs at 4.6⇥ and 3.2⇥ PIC for the simulations with and without

ice sheet feedback, respectively. This is slightly higher (⇠ 0.2 � 0.3⇥ PIC) than the constant

astronomical forcing simulations. The deglacial thresholds occur at a lower atmospheric CO2

concentration than for the constant astronomical forcing simulations. The deglaciation occurs

at 7.9⇥ (with ice sheet feedback) and 4.0⇥ PIC (without ice sheet feedback). It is interesting
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that we get a deglaciation at all for the simulation with ice sheet feedback, in comparison with

the constant astronomical forcing experiment which did not deglaciate. However, we are careful

not to read too much into the exact nature of the astronomical configuration which caused this

collapse, because this could change if we varied the start date of the experiment (discussed

in 5.3.4). There is still a pronounced hysteresis evident in these simulations. We suggest

that instead of measuring the width of the hysteresis in atmospheric CO2 ppmv (Pollard and

DeConto, 2005; Langebroek et al., 2009), that the logarithmic dependance of CO2 forcing should

be taken into account and the width of the hysteresis should be normalised:

H
s

=
ln(a)� ln(b)

ln(2)
, (5.3.1)

where, H
s

is the width of hysteresis in doublings of CO2 (PIC2⇥), a is the deglacial threshold

and b is the glacial threshold.

The hysteresis for the simulation with astronomical forcing and ice sheet feedback is 0.78

PIC2⇥ and 0.32 PIC2⇥ for the simulation without ice sheet feedback. Note that the width of the

hysteresis may be a↵ected slightly by the phasing of the astronomical forcing. By comparing

the ice sheet feedback on/o↵ simulations we can estimate that ⇠41 % (0.32 PIC2⇥) of this

hysteresis is due to HMB feedback and ⇠59 % (0.46 PIC2⇥) is due to other ice sheet feedbacks.

This does not take into account possible nonlinearities between HMB feedback and other ice

sheet feedbacks. Ideally we would perform a simulation with other ice sheet feedbacks (albedo,

atmospheric circulation) and no HMB feedback, which would require a lapse rate of zero. This

is problematic as the lapse rate is used to scale from the coarse GCM topography onto the finer

ISM topography, in addition to calculating HMB feedback.

For the ice sheet feedback o↵ simulations, the inclusion of astronomical forcing reduces the

width of the hysteresis to 0.32 PIC2⇥ compared with 0.92 PIC2⇥ for the constant astronomical

forcing simulation. Because the simulation in Figure 5.3.A did not deglaciate, we cannot cal-

culate the width of the hysteresis for that simulation, although it is greater than 1 PIC2⇥. For

comparison, in the simulations of Pollard and DeConto (2005) the width of the hysteresis was

0.25 PIC2⇥ for the simulation with astronomical forcing and 0.59 PIC2⇥ for the constant astro-

nomical forcing simulation. Their simulations had a limited representation of albedo feedback

(Pollard and DeConto, 2005). In the simulations of Langebroek et al. (2009), the hysteresis

was 0.24 PIC2⇥ for the simulation with astronomical forcing and 1.20 PIC2⇥ for the constant
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astronomical forcing simulation. The study of Langebroek et al. (2009) used a much higher

value for the lapse rate of 12 K km�1, which would have enhanced the HMB feedback. The

parameters we use here are the same as the previous chapter, the lapse rate is 7 K km�1.

5.3.3 Basal sliding

The previous simulations have all had no basal sliding (see Chapter 3 for a description of basal

sliding in the ISM). In the following simulations we include basal sliding by adjusting the basal

sliding parameter to a low rate (0.5 mm yr�1 Pa�1) and a high rate (10 mm yr�1 Pa�1),

similar to Gregoire et al. (2012). These basal sliding rates were used by Gregoire et al. (2012)

for regions of either bare rock (low rate) or deep (> 20 m) sediments (high rate). In these

idealised simulations we apply either the low rate (Figure 5.5.A) or the high rate (Figure 5.5.B)

for the entirety of the Antarctic continent for the duration of the simulation. We do not take

into account the removal of sediment (Pollard and DeConto, 2003). Both of these simulations

include astronomical forcing and ice sheet feedbacks.

As can be seen from Figure 5.5.A, including a low rate of sliding has limited impact compared

with the equivalent no sliding simulation (Figure 5.4.A). The total ice volume is slightly reduced,

for example at 2⇥ PIC the ice volume is 28.4 ⇥106 km3 for the no sliding simulation and 27.2

⇥106 km3 for the low basal sliding simulation. However, there is a larger di↵erence between

the low and high basal sliding simulations. The onset of glaciation is delayed in the high basal

sliding simulation, occurring at 3.0⇥ PIC, compared with 4.1⇥ PIC for the low basal sliding

simulation. Although the continent is fully glaciated in the high basal sliding simulation at low

atmospheric CO2, the ice volume is much lower than the low basal sliding simulation. At 2⇥

PIC the ice volume is 17.8 ⇥106 km3 for the high basal sliding simulation. This is due to a

reduced average ice thickness for the simulation with increased basal sliding (see Figure 5.6).

In these simulations, a di↵erence in total ice volume of up to 10.6 ⇥106 km3 (⇠25 m SLE) can

occur on a fully glaciated continent due to changes in basal sliding.

The hysteresis is also significantly reduced in the simulation with the high rate of basal

sliding, to 0.26 PIC2⇥, compared with 0.95 PIC2⇥ for the low basal sliding simulation. The

deglaciation for the high basal sliding simulation occurs at 3.6⇥ PIC, despite the inclusion of

ice sheet feedbacks. Part of this reduction in hysteresis is due to the reduced thickness of the

ice sheet, which will limit the HMB feedback. In addition, because the ice sheet feedback is

calculated based on total ice volume for the domain, this will be reduced for the simulation
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Figure 5.5: Hysteresis experiments including basal sliding A) low rate for basal sliding parameter (0.5

mm yr�1 Pa�1) applied uniformly over the continent B) high rate for the basal sliding parameter (10

mm yr�1 Pa�1) applied uniformly over the continent. Both simulations included astronomical forcing

and ice sheet feedbacks

Figure 5.6: Impact of basal sliding on ice surface elevation through changes in ice thickness. A) low rate

for basal sliding at 2⇥ PIC B) high rate for basal sliding at 2⇥ PIC.
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with high basal sliding due to its lower volume. If the ice sheet feedback was instead calculated

based on total ice area for the domain, this would not be the case.

It is important to bear in mind the idealised nature of these experiments. The high rate

of basal sliding is applied uniformly over the entire continent, assuming that there are thick

sediments present. These sediments are assumed to remain for the duration of these 3.5 Ma

simulations. In the ISM simulations of Pollard and DeConto (2003) which included a model of

basal sediments, the sediment thickness was rapidly reduced within a few astronomical cycles

(104 years). Sediments remained where basal temperatures were well below the pressure melting

point and there was limited basal sliding. Where basal temperatures were close to the pressure

melting point and basal sliding occurred, sediment was quickly removed (Pollard and DeConto,

2003). A stable sediment thickness was reached when the removal of sediment from the bed was

replenished by new sediment from erosion (Pollard and DeConto, 2003). The basal environment

of the modern Antarctic is poorly known due to its inaccessibility, and is a significant source of

uncertainty in ISM simulations of the modern Antarctic ice sheet (e.g. Pollard and DeConto,

2012a). There is considerable uncertainty as to the past basal environment of the Antarctic

(e.g. Jamieson et al., 2010).

5.3.4 Ensemble simulations

A number of important parameters within the ISM are poorly constrained and are often varied

in ISM sensitivity studies (Ritz et al., 1997; Hebeler et al., 2008; Stone et al., 2010; Applegate

et al., 2012). Here we perform an ensemble of ISM simulations with parameter values perturbed

from their default values. The sampling method we use to vary the parameters is latin hypercube

sampling, discussed in Chapter 3. Due to computational constraints, we limit this ensemble

to 25 members and vary the value of 5 parameters. The study of Pollard et al. (2005) showed

limited impact of changing the geothermal heat flux on Cenozoic Antarctic ice volumes and on

the timing of glaciation. We therefore do not include the geothermal heat flux as one of the

parameters in our ensemble, as we did in Chapter 3, and instead vary the basal sliding parameter.

The geothermal heat flux is fixed at the default value of -50 mW m�2. The 5 parameters we

vary and the ranges for these values are shown in Table 5.1, the ensemble parameter values are

included in Appendix E.

For this ensemble, the simulations we perform are the same as that shown in Figure 5.4.A,

which includes astronomical forcing and has ice sheet feedback turned on. To reduce the com-
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Table 5.1: Default values and ranges for key parameters in the ISM. The default values are those used for

all other Antarctic ISM simulations in this thesis. Ranges from the literature: a Hebeler et al. (2008); b

Stone et al. (2010); c Gregoire (2010); Marshall et al. (2002)

default value range units

↵
s

PDD factor for snow 3 3 to 8a mm d�1 �C �1

↵
i

PDD factor for ice 8 8 to 20b mm d�1 �C �1

f flow enhancement factor 3 1 to 10c -

B
s

basal sliding parameter - 0.5 to 10c mm yr�1 Pa�1

� lapse rate 7 5 to 9a �C km�1

putational expense of these simulations we accelerate the rate of atmospheric CO2 change so

that the combined simulations are now 1.5 Ma in duration, instead of 7 Ma. This results in

a reduced number of astronomical cycles throughout the simulation. This reduction in the

number of astronomical cycles has a small impact on the glacial/deglacial CO2 thresholds as

glaciation/deglaciation may be delayed until a favourable astronomical configuration is reached.

An equivalent simulation to that shown in Figure 5.4.A but for the shorter 1.5 Ma duration is

shown as a black line on Figure 5.7, with the non-accelerated simulation shown in grey. The

shorter duration of the simulation results in a glacial threshold of 4.1⇥ PIC, compared with 4.6⇥

PIC for the longer duration simulation, as a favourable astronomical configuration is reached

sooner.

The parameter ensemble is shown in Figure 5.7. The first thing to note is that the simula-

tions with the default parameter values (black lines) are far outside the range of the ensemble

simulations (blue / red lines), with glaciation and deglaciation occurring at higher atmospheric

CO2 concentrations. This is likely because the default parameter values for the positive degree

day (PDD) factors are at the lower limit of the plausible parameter range. Therefore all of the

ensemble simulations will have higher values for the PDD factors, which will lead to increased

ablation. A similar result was shown in the parameter ensemble in Chapter 3 for the Northern

Hemisphere simulations. The default parameters also have no basal sliding, whereas basal slid-

ing is included for all of the ensemble simulations. The default value for the flow enhancement

factor is also towards the lower end of the plausible parameter range (see Table 5.1). The

majority of the ensemble simulations will have greater ice loss through surface ablation and ice

flow than the default parameter simulation.

158



0 1 2 3

0

10

20

30

ic
e 

vo
lu

m
e 

(1
06  k

m
3 )

PIC2x

A

1x 2x 3x 4x 5x 6x 7x 8x
0

10

20

ic
e 

vo
lu

m
e 

(1
06  k

m
3 )

atmospheric CO2 (PIC)

B

Figure 5.7: Parameter ensemble, with basal sliding. Transient simulation with ice sheet feedback and as-

tronomical forcing. The default simulation is shown in black, with the non-accelerated default simulation

shown in grey (see text). A) decreasing CO2 from ice-free starting conditions B) Increasing CO2 from

glaciated starting conditions.

The shorter duration of the ensemble simulations and associated reduction in the number of

astronomical cycles has resulted in clustering of the simulations around favourable astronom-

ical configurations, this is especially evident for deglaciation (Figure 5.7.B). We calculate the

hysteresis for the ensemble simulations from the di↵erence between the glacial and deglacial

atmospheric CO2 thresholds. Because there are partial glacial / deglacial events, we define

glaciation as the earliest formation of an ice sheet > 12⇥ 106 km3 in volume, and deglaciation

as the earliest reduction in ice volume to < 6⇥106 km3 in volume. For the parameter ensemble,

the glacial threshold is crossed on average at 1.7 ±0.3 (1 std.) ⇥ PIC, and the deglacial thresh-

old is crossed on average at 3.3 ±0.7⇥ PIC. All of the simulations show hysteresis, the deglacial

threshold is always at a higher atmospheric CO2 concentration than the glacial threshold. The

hysteresis is on average 0.94 ±0.26 PIC2x. The average hysteresis of the parameter ensemble is

therefore slightly below the hysteresis of the default simulation.
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Due to the latin hypercube sampling method we have adopted for this ensemble it is di�cult

to determine the influence of individual parameters. However, the correlation between each of

the parameters and the hysteresis gives some indication as to which of the parameters have

the most influence on the magnitude of the hysteresis (Stone et al., 2010). Of the parameters

included in the ensemble, the basal sliding parameter has the greatest correlation with hysteresis

(-0.67), which is consistent with the results from the basal sliding sensitivity test. The PDD

factor for ice (0.53) and the lapse rate (0.45) had the next greatest correlation (see Appendix

E). This suggests that low values for the PDD factor for ice and the lapse rate and high values

for the basal sliding parameter lead to a reduction in the ice sheet hysteresis.

The parameter ensemble simulations also show large variability in ice volumes once the EAIS

has formed and the continent is fully glaciated. At 1.5⇥ PIC for the simulations with increasing

CO2 (Figure 5.7.B), a large scale deglaciation has not yet occurred for any of the simulations, but

the range of ice volumes varies from 16.1 to 26.5⇥106 km3. There is a strong negative correlation

(-0.82) between the basal sliding parameter and the ice volume at 1.5⇥ PIC. Because of the

strong influence of the basal sliding parameter on the ensemble, and uncertainties as to the

basal environment of the Antarctic during the Cenozoic, we repeat the ensemble simulations

but with the basal sliding parameter set to zero.

The results of this second ensemble without basal sliding are shown in Figure 5.8. The

impact of removing basal sliding is similar to the previous experiments (Figure 5.5), with the

average glacial and deglacial thresholds slightly higher at 2.1⇥ PIC and 4.8⇥ PIC, respectively.

The mean hysteresis is also slightly larger (1.1 ±0.3 PIC2x) in these simulations without basal

sliding. The clustering of deglaciation around favourable astronomical configurations is clearly

evident. To prevent this was happening it would be necessary to either conduct much longer

simulations, or to randomly vary the starting time slightly (it is currently 36.5 Ma) so that

the phasing of the astronomical forcings is di↵erent between simulations. We suggest this as

scope for future work, it would also enable us to explore the astronomical configurations which

generate collapses in more detail.

5.4 Discussion

The simulations presented in this chapter show that a number of factors a↵ect EAIS hysteresis.

All of the simulations display a hysteresis response and the deglacial atmospheric CO2 threshold

is always higher than the glacial atmospheric CO2 threshold in our simulations. Height-mass
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Figure 5.8: Parameter ensemble, without basal sliding. Transient simulation with ice sheet feedback

and astronomical forcing. The default simulation is shown in black, with the non-accelerated default

simulation shown in grey (see text). A) decreasing CO2 from ice-free starting conditions B) Increasing

CO2 from glaciated starting conditions.

balance feedback generates a hysteresis of 0.32 PIC2x, which is approximately doubled when

other ice sheet feedbacks (albedo, atmospheric circulation) are included. The ensemble of simu-

lations suggests that when astronomical forcing and ice sheet feedback are included, the deglacial

threshold is 3.3 ±0.7⇥ PIC if basal sliding is turned on and 4.8 ±1.1⇥ PIC if basal sliding is

turned o↵. Previous transient ISM simulations have also shown a pronounced Antarctic ice

sheet hysteresis of a similar magnitude (Pollard and DeConto, 2005; Langebroek et al., 2009).

Proxy records show astronomically paced fluctuations in ice volume during the Oligocene

(Wade and Palike, 2004; Pälike et al., 2006) and Miocene (Pekar and DeConto, 2006; Liebrand

et al., 2011). In our simulations during the small ice sheet phase before the main glacial threshold

has been crossed, there are significant fluctuations in volume which are paced by astronomical

forcing. However, once a large ice sheet has formed the majority of simulations show limited

sensitivity to astronomical forcing and the ice sheet is very stable. This suggests that even if
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atmospheric CO2 was relatively high in the Oligocene and Miocene, for example at 2⇥ PIC,

there would be limited contribution from the Antarctic ice sheet to sea level fluctuations based

on our model, even under a favourable astronomical configuration. Significant ice loss in our

simulations only occurs at the deglacial threshold.

The inclusion of basal sliding has a large impact on ice sheet hysteresis and the basal sliding

parameter appears to be the most significant parameter in our ensemble. High values for the

basal sliding parameter lead to a reduced ice sheet thickness and ice volume. In our simulations

the transition between a continental sized ice sheet with a high rate of basal sliding (10 mm

yr�1 Pa�1; Marshall, 2002; Gregoire et al., 2012) and an ice sheet with no basal sliding could

generate ⇠25 m of sea level change due to an increase in the ice sheet thickness. There is some

evidence for the transition from a mobile wet-based ice sheet to a static cold-based ice sheet

in the proxy records during the Miocene (Lewis et al., 2008; Passchier et al., 2011; Hauptvogel

and Passchier, 2012). However, it is unclear how representative these records are of the whole

EAIS, or that these basal sliding rates are plausible.

Given the strong hysteresis in our simulations and the relatively low concentrations of atmo-

spheric CO2 suggested by proxies for the Oligocene, Miocene and Pliocene (Figure 5.9), there

remains the question as to what generated the fluctuations in ice volume and sea level during

these periods. It is both the strong hysteresis and the abrupt threshold response in our simu-

lations which is problematic. In our simulations once this threshold is crossed a full ice sheet

forms and there is then very little fluctuation in ice volume.

The middle Miocene Climatic Optimum (MMCO; 17-15 Ma) is a warming event which has

been linked with retreat of the Antarctic ice sheet (Flower and Kennett, 1994). A recent study

(Foster et al., 2012) suggested that atmospheric CO2 peaked at 1.4 ±0.3⇥ PIC during this

event. This is comparable to other proxy records which suggest atmospheric CO2 was ⇠1.8⇥

PIC during the MCO (Kürschner, 2008). This is below the East Antarctic deglacial threshold of

any of our simulations. Another interesting feature of the study of Foster et al. (2012) was that

the proxy estimates of atmospheric CO2 coupled with a record of ice volume change showed very

limited hysteresis during the warming and cooling stages of the MMCO. This led the authors to

suggest that, if the strong hysteresis of previous Antarctic ISM studies was correct, the change

in ice volume across the MMCO could be caused by Northern Hemisphere glaciation.

In contrast to the EAIS, the WAIS and the Northern Hemisphere ice sheets are characterised

by low hysteresis (Rohling et al., 2009; Pollard and DeConto, 2009). The HMB feedback for
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Figure 5.9: Atmospheric CO2 data compilation reproduced from Beerling and Royer (2011) with deglacial

thresholds from ensemble simulations in this chapter. ENS1 - ensemble including basal sliding, ENS2

- ensemble without basal sliding, PD2005 is deglacial threshold from Pollard and DeConto (2005) and

L2009 is the deglacial threshold from Langebroek et al. (2009) for their experiments including astronomical

forcing.

the EAIS is enhanced by the constraints of the continent, which generate the steep flanks

at the ice sheet edge. For the Northern Hemisphere ice sheets (excluding the Greenland ice

sheet) the southern extent is constrained by climate (Oerlemans, 1981) and for the WAIS

instability is generated by sub-ice shelf melting (Pollard and DeConto, 2009). Indeed, our

Northern Hemisphere simulations presented in Chapter 3 showed limited hysteresis. Although

the onset of Northern Hemisphere glaciation is generally thought to have occurred in the Plio-

Pleistocene there is limited direct evidence for partial glaciation earlier than the Plio-Pleistocene

(Winkler et al., 2002; Moran et al., 2006; Eldrett et al., 2007). Additionally, the relatively

low atmospheric CO2 threshold (⇠1⇥ PIC) for Northern Hemisphere glaciation suggested by

modelling (DeConto et al., 2008), may have been crossed prior to the MMCO (Foster et al.,

2012; Kürschner, 2008). Given the strong hysteresis in our results, it is possible therefore that
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Northern Hemisphere glaciation, in addition to changes in the WAIS and thickening of the EAIS

due to changes in basal sliding could have produced the sea level fluctuations in the period after

the EOT.

5.5 Summary

Despite performing a wide variety of hysteresis experiments and a parametric ensemble It is

di�cult to reconcile the results of our GCM-ISM simulations of the EAIS with ice volume and

sea level fluctuation in the Oligocene, Miocene and Pliocene and the low atmospheric CO2

suggested by proxy records. There are various explanations as to why this is the case, which

we summarise as:

• There was greater polar amplification than suggested by the GCM, which would result in

a reduction in the deglacial atmospheric CO2 threshold (Langebroek et al., 2009). This

would also lower the glacial CO2 threshold, which would perhaps help explain why there

was not a continental scale glaciation earlier than the EOT, despite atmospheric CO2

being close to the glacial threshold (see Chapter 4).

• The positive degree-day method that we have used for our surface mass-balance scheme,

underestimates surface ablation due to insolation changes from astronomical forcing (van de

Berg et al., 2011).

• Current proxy records underestimate atmospheric CO2 concentrations during the Oligocene,

Miocene and Pliocene (Foster et al., 2012)

• There was partial glaciation of the Northern Hemisphere earlier than the Plio-Pleistocene,

which coupled with glaciation / deglaciation of the WAIS generated sea level fluctuations

after the EOT.

• Changes in EAIS basal sliding led to changes in the volume of the EAIS even if there was

not significant retreat of the ice sheet.

• The EAIS was subject to marine instability, in particular around the Wilkes and Aurora

subglacial basins (Williams et al., 2010; Pierce et al., 2011), which we cannot simulate

with the ISM used here.
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• Proxies of sea level change are recording non glacio-eustatic sea level change and fluctua-

tions in the �18O records are caused by changes in deep-sea temperature.

It is clearly possible that some combination of these explanations is required to reconcile the

GCM-ISM simulations with the proxy records. We have performed a parametric ensemble which

has shown that the ice sheet hysteresis is sensitive to certain parameters. This was possible

because of the computationally e�cient method we developed for forcing the ISM in Chapter

3.
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Chapter 6

The past relationship between

temperature, atmospheric CO2 and

sea level – from modelling
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6.1 Introduction

There has been a growing interest in what the paleo-record can tell us about the past relationship

between recorders of climate (e.g. deep-sea temperature and atmospheric CO2) and sea level

(Archer, 2007; Rohling et al., 2009; Siddall et al., 2010a; Gasson et al., 2012; Foster and Rohling,

2013). In particular these studies have focused on what, if any, significance this has for projected

future warming over long (>100 years) timescales (Archer, 2007; Rohling et al., 2009; Foster

and Rohling, 2013). In this chapter we compare the results from our GCM-ISM simulations

with the temperature / sea level data synthesis from Chapter 2. In addition we compare the

results of our simulations with the recent atmospheric CO2 / sea level data synthesis of Foster

and Rohling (2013). Broadly, the largest contributor to sea level change in past warmer worlds

has been from changes in the volume of the East Antarctic ice sheet. In contrast, the main

contributor to sea level change in past cooler worlds has been from changes in the volume of the

Northern Hemisphere ice sheets (de Boer et al., 2010). We shall therefore include the results

from our previous simulations of the Northern Hemisphere ice sheets during the last glacial

cycle to address sea level change for temperatures cooler than present, and our simulations of

the EAIS across the EOT to address sea level change for temperatures warmer than present.

6.1.1 Temperature records

As discussed in Chapter 1, there are currently no globally representative proxy temperature

records available covering the past 50 Ma. For example across the EOT, the temperature proxies

that are available include deep-sea temperature (DST) records (Lear et al., 2000; Billups and

Schrag, 2003) and sea-surface temperature records from the high latitudes (Lear et al., 2008)

and low latitudes (Liu et al., 2009). In addition there are various terrestrial records available

(Zanazzi et al., 2007). Because we are interested in long duration temperature change, we

focused on the DST records in Chapter 1, due to the large volume and slow mixing of the deep

ocean, which helps to remove regional and seasonal variations (Lear et al., 2000). However, there

is uncertainty as to how representative changes in DST are of changes in global mean surface air

temperature (MAT; see Chapter 1 for discussion). There are various scalings between DST and

surface temperatures in the literature. For example de Boer et al. (2010) used a scaling from

Northern Hemisphere surface temperature to DST of 0.20. This would suggest that temperature

change would be greater at the surface than the deep sea. However, if the DST record is more

representative of regions of deep-water formation, which are predominantly in the high latitudes
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(Zachos et al., 2001a), it might be expected that DST change could be greater than global

MAT changes due to polar amplification (Siddall et al., 2010a). In addition to this uncertainty

about scaling linearly between DST and global MAT, there are other events throughout the

Cenozoic, such as the opening of the Drake Passage, which could have generated a nonlinear

response between global MAT and DST. For example some modelling studies suggest that the

opening of the Drake Passage could have generated cooling of the deep sea and the Southern

Hemisphere surface high latitudes but a warming of the surface Northern Hemisphere and low

latitudes (Nong et al., 2000; Najjar, 2002). We therefore urge caution in directly comparing the

DST records with surface temperature changes, although the DST record is the most globally

representative record available to us.

We use the temperature output from the GCM to present our simulations as global MAT

and surface temperatures at high- and low-latitudes, for comparison with the proxy records.

The temperatures from the GCM simulations are presented as anomalies relative to a modern

control simulation. Because we have used the GENESIS GCM with a slab ocean for the EOT

simulations, we do not have DSTs from these simulations. We therefore cannot directly compare

the temperature output from the GCM with the DST records. Because DSTs are arguably the

most globally representative temperature record available to us (Lear et al., 2000), albeit with

the caveats discussed above, we indirectly compare the DST records with the global MAT

anomaly from our simulations.

In addition to the DST data, we used surface temperature data from the high latitude South-

ern Hemisphere and the low latitudes to create temperature-sea level cross-plots in Chapter 2.

The Southern Hemisphere high latitude temperature data was composed of the sea surface tem-

perature (SST) data of Liu et al. (2009) for the EOT and the surface air temperature (SAT)

data used by Rohling et al. (2009) for the last 500 ka. The Liu et al. (2009) SST data came

from ODP (Ocean Drilling Programme) sites 277 (palaeo-latitude: 59.0�S), 511 (52.5�S) and

1090 (47.5�S). The SAT data used by Rohling et al. (2009) in their temperature / sea level

synthesis came from the Dome C core site in East Antarctica (75.1�S; Augustin et al., 2004).

To compare our GCM simulations directly with these data, we average the SST output from the

GCM simulations for 59�S (the average latitude of the 4 core sites), and calculate temperature

anomalies using a control simulation. For the simulations from the last glacial cycle we calculate

a SAT anomaly for the Dome C core site in East Antarctica.

For the low-latitude temperature / sea level synthesis, we used the SST data of Lear et al.
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(2008) and Herbert et al. (2010). The EOT SST data of Lear et al. (2008) came from the

Tanzania Drilling Project (9.2�S; Nicholas et al., 2006). The low-latitude SST data of Herbert

et al. (2010), came from ODP sites 662 (1.2�S), 722 (16.4�N), 806 (0.2�N), 846 (3.6�S) and

1146 (19.3�N). We calculate low latitude temperature anomalies from the GCM simulations by

averaging the SST output at 4�N (the average latitude of the 6 core sites). This enables us to

compare the GCM simulations directly with the low-latitude temperature records.

6.2 Temperature / sea level relationship

We convert ice volumes from the GCM-ISM simulations to sea level by first accounting for

the change in volume from change of state from ice (918 kg m�3) to seawater (1028 kg m�3)

(Bamber et al., 2009), and then dividing by the ocean surface area. The ocean surface area for

the EOT (372.9 ⇥106 km2) is based on an ocean fraction of 0.731, consistent with the palaeo-

geography used in the GCM (DeConto et al., 2008). Sea levels are presented as an anomaly

relative to present assuming ice-free sea level is 64 m above present (Lemke et al., 2007). For

the Northern Hemisphere simulations, we assume any ice growth greater than the volume of

the present day Greenland ice sheet (2.85 ⇥106 km3; Lemke et al., 2007) results in a sea level

fall, with ice volume converted to sea level based on the modern ocean area (361.1 ⇥106 km2).

In Figure 6.1 the GCM-ISM simulations for the Northern Hemisphere ice sheets and EAIS

are plotted as temperature / sea level cross-plots. In all of the following figures for temperatures

cooler than present, sea level change is due to changes in the volume of the Northern Hemisphere

ice sheets from simulations of the last glacial cycle. These simulations are the 128 member

BBC ALL ensemble from Chapter 3. The Northern Hemisphere ISM simulations use the climate

from the BBC ALL suite of HadCM3 GCM simulations, which includes evolving ice sheet

boundary conditions based on ICE-5G (Singarayer and Valdes, 2010). Therefore we expect

better agreement between the Northern Hemisphere simulations and the data than the EAIS

simulations, which have freely evolving ice sheet boundary conditions based on the GCM matrix

method. For temperatures warmer than present, sea level change is due to changes in the EAIS

under Eocene/Oligocene boundary conditions. These simulations are the 25 member ensemble

from Chapter 5. The EAIS simulations use the climate from the GENESIS GCM, and include

astronomical forcing and albedo feedback but have no basal sliding. The EAIS simulations

shown are all for a reduction in atmospheric CO2 for consistency with the predominant cooling

of the Cenozoic data. Simulations for an increase in atmospheric CO2 are shown later to
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Figure 6.1: Temperature / sea level relationship from GCM-ISM simulations. For temperatures warmer

than present, the EOT simulations of the EAIS are shown, for temperatures cooler than present, the last

glacial cycle simulations of the Northern Hemisphere ice sheets are shown. The Greenland ice sheet is not

represented for temperatures warmer than present and the West Antarctic ice sheet is not represented at

all due to the limitations of the ISM. The total sea level equivalence of the Greenland and West Antarctic

ice sheets is shown as a horizontal orange line. Temperatures are shown as global mean SATs, low

latitude SSTs and high latitude Southern Hemisphere surface temperatures, too enable comparison with

the temperature / sea level synthesis from Chapter 3. For clarity the GCM-ISM sea level output are

binned at regular 0.5 �C intervals, with error bars of 1 standard deviations of the temperatures ±0.25 �C

of each bin, the raw data are included in Appendix F. Temperature anomalies are relative to modern,

the vertical dashed line is pre-industrial global mean SAT.
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investigate potential hysteresis. The horizontal orange line on Figure 6.2-6.7 is sea level rise

resulting from the loss of the Greenland ice sheet and the WAIS, which we do not simulate due

to limitations of the ISM.

Polar amplification is clearly evident in Figure 6.1 from the di↵erence between the low

latitude and high latitude temperature plots. At equivalent sea levels, the high latitude Southern

Hemisphere temperatures are typically double the global MATs. The low latitude temperatures

show the smallest temperature anomalies, consistent with the data synthesis of Chapter 2. The

relationship between temperature and sea level in our GCM-ISM simulations is nonlinear, with

the steps caused by the formation of a continental sized EAIS, with the ice sheet then bound by

the limits of the continent, prior to glaciation in the Northern Hemisphere with further cooling.

This is similar to the result of de Boer et al. (2010) using a very di↵erent method. Although the

transition from unglaciated conditions to a glaciated EAIS appears smooth in these plots, this

is partially due to the ensemble of simulations used. Each individual simulation has an abrupt

transition across the glacial threshold (see Chapter 5 and Appendix F).

The temperature / sea level output from the GCM-ISM simulations is next compared with

the temperature / sea level data which we synthesised in Chapter 2. Firstly in Figure 6.2.A,

DST data (Lear et al., 2000; Siddall et al., 2010a) is plotted against sea level data (Kominz

et al., 2008; Siddall et al., 2010a). As mentioned previously, we do not have DST output from

the GCM-ISM simulations for the EAIS. We therefore cannot directly compare the GCM-ISM

simulations with the DST data. As DSTs have been regarded as representative of global change

(Lear et al., 2000), we have plotted these in a separate subplot in Figure 6.2 and compare the

forms of the relationship, rather than absolute temperatures.

There are some similarities between the GCM-ISM output and the DST/sea level data.

There is a step in the GCM-ISM output at the onset of EAIS glaciation at a global MAT of

⇠2� 5 �C. This is also seen in the the DST/sea level data as the step in sea level at a DST of

⇠6 �C, caused by the onset of EAIS glaciation at the EOT. We speculated that the first step

in the DST/sea level synthesis at ⇠ 8 �C could be due to the growth of small ice sheets in the

Antarctic mountain regions during the Eocene (Miller et al., 2005a, 2008a). The alternative

explanation was that this could be due to changes in the volumes of the ocean basins (Müller

et al., 2008; Cramer et al., 2011). This multiple stepped glaciation is not seen in our GCM-ISM

simulations, with the onset of EAIS glaciation occurring in one step as the glacial threshold is

crossed.
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Figure 6.2: Global mean SAT / DST versus sea level from proxy records and GCM-ISM modelling. A)

The DST and sea level data are as Figure 2.1. The grey data are Plio-Pleistocene data from Siddall

et al. (2010a), the dark red data are from 50-10 Ma using the sea level data of Kominz et al. (2008) and

DST data of Lear et al. (2000). B) GCM-ISM simulations are shown for global MAT. The simulations

are from the BBC ALL ensemble of Northern Hemisphere ice sheets for temperatures cooler than present

and an ensemble of EAIS simulations for temperatures warmer than present. The GCM-ISM output is

binned at regular 0.5 ±0.25�C intervals, the error bars are 1 standard deviation. The Greenland ice sheet

is not represented for temperatures warmer than present and the WAIS is not represented at all, the total

sea level rise from the loss of these ice sheets is shown as a horizontal orange line. The vertical dashed

line is pre-industrial global MAT
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It is important to reiterate the uncertainties in the Mg/Ca DST temperature, especially the

absolute temperature values, which may be a↵ected by a lack of constraint on the past seawater

composition of Mg/Ca (see Chapter 1 for discussion; Billups and Schrag, 2003; Lear, 2007;

Evans and Müller, 2012). However there is broad agreement between the DST anomaly and the

global MAT anomaly from the GCM-ISM simulations. For temperatures cooler than present,

the GCM-ISM simulations broadly correlate with the DST and sea level data. The lowstand

in the data, which is at the last glacial maximum (LGM), is at a slightly lower sea level than

for our GCM-ISM simulations. These simulations do not include the growth of the Antarctic

ice sheets for temperatures cooler than present, which explains part of this discrepancy. The

advance of the Antarctic ice sheets at the LGM is thought to have contributed ⇠8�14 m to the

sea level lowstand (Denton and Hughes, 2002; Pollard and DeConto, 2009; Mackintosh et al.,

2011; de Boer et al., 2012b).

The DST data show a nonlinear response as DSTs approach the freezing point for seawater

(Siddall et al., 2010a). This is clearly not evident in the global MAT output from the GCM-

ISM. As the GCM-ISM output is for the global MAT, it is a↵ected by changes in surface

elevation as the ice sheets grow vertically, due to the atmospheric lapse rate. As the lapse rate

is applied linearly in our simulations, it might be expected that there would be a linear response

between global MAT and sea level. This e↵ect will be most evident in the Northern Hemisphere

simulations, due to the greater surface area of the North American and Eurasian ice sheets

compared with the EAIS. Indeed, for the Northern Hemisphere, the response between global

MAT and sea level is close to linear, in contrast to the relationship between DST and sea level.

In Figure 6.3 the GCM-ISM simulations are plotted against the high latitude Southern

Hemisphere surface temperature data. In the SST data of Liu et al. (2009), the EOT and

associated sea level fall occurs at temperatures ⇠10�16 �C warmer than present. In the GCM-

ISM simulations the sea level fall due to the growth of a large EAIS occurs at high latitude

Southern Hemisphere SSTs ⇠5� 8 �C warmer than present. The cooling and sea level fall for

temperatures cooler than present is similar in the GCM-ISM modelling and the data used by

Rohling et al. (2009). The data suggests a slightly greater polar amplification than is shown

in our GCM-ISM simulations because the range of temperature change in the data is greater

than for our simulations. However, the broad form of the relationship is similar for both the

data and the GCM-ISM simulations. The reduced polar amplification in our simulations under

Eocene / Oligocene boundary conditions compared with the data is a known problem which

also evident in other GCMs (Huber and Caballero, 2011; Lunt et al., 2012).
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Figure 6.3: High latitude Southern Hemisphere surface temperature versus sea level from proxy records

and GCM-ISM modelling. The surface temperature and sea level data shown in grey is as Figure 2.2 (see

text). The GCM-ISM simulations are shown as high latitude Southern Hemisphere SST for temperatures

warmer than present, and as SAT at the core site location of Dome C, to enable comparison with the

data. The GCM-ISM output is binned at regular 0.5 ±0.25 �C intervals, the error bars are 1 standard

deviation. The Greenland ice sheet is not represented for temperatures warmer than present and the

WAIS is not represented at all, the total sea level rise from the loss of these ice sheets is shown as a

horizontal orange line.

Finally, in Figure 6.4 we plot the GCM-ISM simulations against the low latitude SST data.

Because of the reduced magnitude of the temperature response at low latitudes, and the signifi-

cant errors and scatter in the data, it is di�cult to determine a form to the low latitude SST to

sea level relationship (if there is any). The GCM-ISM simulations show some agreement with

the low latitude temperature data, however, it is di�cult to determine any form to this rela-

tionship due to the limited temperature change at the low latitudes. In our simulations, ice-free

conditions occur at low-latitude temperatures ⇠4 �C warmer than present, which is comparable

to the temperature data. There is good agreement between the GCM-ISM simulations and the

data for temperatures cooler than present.

One thing which is evident from the temperature / sea level plots, and is especially evident

in the raw output (see Appendix F), is that multiple sea level stands can exist for a given
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Figure 6.4: Low latitude SSTs versus sea level from proxy records and GCM-ISM modelling. The SST

and sea level data shown in grey is as Figure 2.3 (see text). The GCM-ISM simulations are shown for

low latitude SST, the GCM-ISM output is binned at regular 0.5 ±0.25 �C intervals, the error bars are

1 standard deviation. The Greenland ice sheet is not represented for temperatures warmer than present

and the WAIS is not represented at all, the total sea level rise from the loss of these ice sheets is shown

as a horizontal orange line.

temperature. Part of this is due to scatter due to data uncertainties and model parameter

uncertainty. However, some of this response may be a result of changes in the distribution of

incoming solar radiation due to changes in the astronomical forcing. This means that for a given

global MAT, multiple sea level stands could have existed in the past. This clearly limits the

usefulness of determining the future sea level response to a temperature forcing on centennial

timescales based on the past temperature / sea level relationship on astronomical timescales.

6.3 Atmospheric CO2 / sea level relationship

Foster and Rohling (2013) recently published an atmospheric CO2 / sea level synthesis covering

various time intervals over the last 40 Ma using some of the data compiled for this thesis, we

reproduce this in Figure 6.5. The use of atmospheric CO2 to address the long term relationship

between climate and sea level has a number of advantages over using temperature proxies. As
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Figure 6.5: Proxy records of atmospheric CO2 against sea level, reproduced from Foster and Rohling

(2013). Pleistocene data are the Red Sea sea level record of Siddall et al. (2003) and Rohling et al.

(2009), plotted against CO2 data from Antarctic ice cores (Petit et al., 1999; Monnin et al., 2001;

Siegenthaler et al., 2005; Lüthi et al., 2008). Pliocene data are the sea level compilation of Miller et al.

(2012) with boron based atmospheric CO2 data for Pliocenea from Seki et al. (2010) and for Plioceneb

from Bartoli et al. (2011). Miocene data are sea level from benthic foraminiferal �18O (Lear et al.,

2010; Foster and Rohling, 2013) and boron isotope based CO2 data from Foster et al. (2012). EOTa

are sequence stratigraphy sea level data from Cramer et al. (2011) and alkenone �13C based CO2 data of

Pagani et al. (2011). EOTb are sea level from planktic foraminiferal �18O and boron isotope based CO2

(Pearson et al., 2009). See Foster and Rohling (2013) for a full description of the data. The x-axis scale

is as Foster and Rohling (2013) to take into account the logarithmic forcing of climate by atmospheric

CO2, C0 is pre-industrial CO2 (278 ppmv). The horizontal orange line is the sea level equivalence of the

Greenland ice sheet and the WAIS.
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we have previously discussed, there are di�culties in interpreting surface temperature changes

from DST records. Additionally, there is uncertainty as to whether isolated surface tempera-

ture records are indicative of regional change, rather than global change. Although there are

significant uncertainties associated with atmospheric CO2 proxies (Beerling and Royer, 2011),

it is arguably a more reliable recorder of global climate changes than the presently available

temperature proxies (Foster and Rohling, 2013).

Similar to the temperature / sea level synthesis from Chapter 2, Foster and Rohling (2013)

noted a sigmoidal relationship between atmospheric CO2 and sea level, with relatively stable

sea level between �10 and +20 m above present, when atmospheric CO2 was between ⇠ 400

and ⇠ 650 ppmv. Of particular interest in Figure 6.5 is the low atmospheric CO2 and sea level

for periods during the Miocene, which may be indicative of Northern Hemisphere glaciation

(Foster et al., 2012; Foster and Rohling, 2013). However there is presently limited independent

sea level data for the Miocene which could test this hypothesis; the sea level record of Kominz

et al. (2008) has limited data coverage during the Miocene (John et al., 2011).

Consistent with our temperature / sea level synthesis, the majority of the data on Figure 6.5

is for a broad reduction in atmospheric CO2 and associated cooling throughout the Cenozoic,

with shorter intervals of increasing atmospheric CO2. It is possible that the atmospheric CO2

and sea level relationship would be di↵erent for a broad increase in atmospheric CO2, due to

hysteresis. However, the records which do cover a period of both increasing and decreasing

atmospheric CO2, namely the Pleistocene and the Miocene, show limited hysteresis. As dis-

cussed in the previous chapter, this could be a result of Northern Hemisphere glaciation, which

is characterised by low hysteresis (Foster et al., 2012). Foster and Rohling (2013) suggested

that there is possible evidence for hysteresis in their EOT data, evident in a short period of

increasing atmospheric CO2 after the main reduction in atmospheric CO2 which led to the onset

of Antarctic glaciation.

In Figure 6.6 we have plotted the output from our GCM-ISM simulations against the atmo-

spheric CO2 / sea level synthesis of Foster and Rohling (2013). Consistent with the previous

figures, the EAIS simulations are for a reduction in CO2. There is a very good agreement be-

tween the data synthesis of Foster and Rohling (2013) and the GCM-ISM simulations. Although

the onset of Antarctic glaciation appears to be a smooth transition between ⇠ 400� 800 ppmv,

this is largely a result of parametric uncertainty in the ensemble. The individual ensemble

members show a more abrupt onset to Antarctic glaciation (see Appendix F). The relatively
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Figure 6.6: Atmospheric CO2 against sea level from data and GCM-ISM simulations. The data in grey

are as Figure 6.5. For atmospheric CO2 higher than pre-industrial the EAIS ensemble simulations under

Eocene/Oligocene boundary conditions are shown, for a simulation with decreasing CO2. For atmospheric

CO2 lower than pre-industrial, the Northern Hemisphere ensemble simulations for the last glacial cycle

are shown. The GCM-ISM output are binned at regular intervals for clarity. The horizontal orange line

is the sea level equivalence of the Greenland ice sheet and the WAIS.

stable period after the EAIS has formed, which is evident in the data, is also clearly shown in

our GCM-ISM simulations. There is good agreement between the Northern Hemisphere simu-

lations and the data. Although as previously mentioned, the Northern Hemisphere simulations

are partially constrained by the ICE-5G reconstruction.

6.4 Hysteresis

The previous figures have shown EAIS simulations for a reduction in atmospheric CO2, consis-

tent with the broad reduction in atmospheric CO2 across the Cenozoic (Pearson and Palmer,

2000; Pearson et al., 2009; Pagani et al., 2011). In Figure 6.7 we include the equivalent simu-

lations for an increase in atmospheric CO2. Again this is based on an ensemble of GCM-ISM

simulations. We have also separated the Northern Hemisphere simulations based on whether

atmospheric CO2 is increasing or decreasing. There is very little hysteresis evident for the
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Figure 6.7: Hysteresis in GCM-ISM simulations shown as atmospheric CO2 against sea level. The EAIS

ensemble simulations are shown for both a reduction in atmospheric CO2 (as Figure 6.6) and also an

increase in atmospheric CO2. The Northern Hemisphere last glacial cycle simulations are separated

depending on whether atmospheric CO2 is increasing or decreasing. The data in grey are as Figure 6.5,

with 2 additional data points in black from the EOT for increasing atmospheric CO2 (Foster and Rohling,

2013, supplementary information), showing possible hysteresis in the data.

Northern Hemisphere simulations in Figure 6.7, however there is a strong hysteresis for the

EAIS simulations. The deglaciation of the EAIS in these simulations begins at ⇠ 1000 ppmv

and there is very little variability until this threshold is reached. Foster and Rohling (2013)

included 2 additional data points in supplementary information for an increase in atmospheric

CO2 just after the EOT, which is potentially in agreement with this threshold, although more

data is needed. If the EAIS does indeed exhibit such a strong hysteresis, which is potentially

incompatible with various other sources of data (see Chapter 6 for discussion), it limits the

usefulness of such syntheses in determining the long-term response of the ice sheets to projected

warming in the future.

The hysteresis is also evident in our GCM-ISM simulations in plots of global MAT against

sea level (Figure 6.8). A pronounced hysteresis is evident for the Antarctic ice sheet and there

is potentially a small hysteresis for the Northern Hemisphere ice sheets during the last glacial

cycle. For the EAIS, the glacial threshold is crossed at global MAT ⇠2 � 5 �C warmer than
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Figure 6.8: Hysteresis in GCM-ISM simulations shown as global MAT against sea level. The EAIS

ensemble simulations are shown for both a reduction in global MAT (as Figure 6.2) and also an increase in

global MAT. The Northern Hemisphere last glacial cycle simulations are separated depending on whether

global MAT is increasing or decreasing. Temperatures are anomalies relative to modern, the vertical

dashed line shows pre-industrial global MAT.

present, whereas the deglacial threshold is crossed at ⇠5 � 8 �C warmer than present. This

suggests that for the EAIS, the width of the hysteresis is ⇠3 �C, for these simulations including

astronomical forcing. Note that our GCM-ISM simulations do not include the Greenland ice

sheet or WAIS for temperatures warmer than present, which are the ice sheets that are most

vulnerable to future warming (Mercer, 1978; Lemke et al., 2007; Pollard and DeConto, 2009).

6.5 Summary

In this chapter we have attempted to bring together all of the results from the previous chapters.

The data synthesis from Chapter 2 identified some interesting relationships between tempera-

ture and sea level data from the Cenozoic, some of which showed consistencies with existing
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modelling studies (Huybrechts, 1993; DeConto and Pollard, 2003a; de Boer et al., 2010). We

then developed a GCM-ISM modelling strategy based on that proposed by Pollard (2010),

which we tested using simulations of the Northern Hemisphere ice sheets during the last glacial

cycle (Singarayer and Valdes, 2010). This was then applied to long duration simulations of the

EAIS under Eocene-Oligocene boundary conditions. Some of the results from these chapters

are summarised here in the temperature versus sea level and atmospheric CO2 versus sea level

plots.

The nonlinear relationship between temperature and sea level which we identified in Chapter

2 is evident in some of the GCM-ISM simulations shown here. There is disagreement between

some of our simulations and the data, in particular for high latitude Southern Hemisphere

temperatures, which we suggest could be due to a reduced polar amplification in our simulations

compared with the data. A nonlinear relationship was identified in a recent atmospheric CO2

and sea level data synthesis (Foster and Rohling, 2013). There is very good agreement between

our GCM-ISM simulations and these CO2 and sea level data. The majority of these CO2

data are for a broad reduction in atmospheric concentrations across the Cenozoic. The EAIS

simulations we showed in Figure 6.6 were also for decreasing atmospheric CO2. The equivalent

EAIS simulations for increasing atmospheric CO2 suggest that the EAIS exhibits a strong

hysteresis. This hysteresis is not as evident in simulations of the Northern Hemisphere ice

sheets during the last glacial cycle.

The strong EAIS hysteresis is potentially incompatible with sea level and atmospheric CO2

records from the Oligocene, Miocene and Pliocene, unless the onset of Northern Hemisphere

glaciation was much earlier than the Plio-Pleistocene. Because of this potentially strong EAIS

hysteresis, we question how useful such climate / sea level plots are for predicting the response

of the ice sheets to projected warming on centennial timescales (Archer, 2007; Rohling et al.,

2009; Foster and Rohling, 2013). This strong hysteresis evident in our GCM-ISM simulations

implies that the EAIS has been stable since the continental sized EAIS formed at the EOT.

The alternative is that the strong hysteresis in our GCM-ISM simulations is incorrect, in which

case the EAIS may have been surprisingly dynamic for modest atmospheric CO2 concentra-

tions, similar concentrations which are projected in the coming century due to anthropogenic

emissions.
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Chapter 7

Conclusions
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7.1 Main findings

The aim of this thesis was to investigate the past relationship between temperature, atmospheric

CO2 and sea level. We approached this by first reviewing the existing long duration records

of temperature and sea level, covering periods when sea level was lower than present, and also

much further back in time to predominantly ice-free periods when sea level was higher than

present. This analysis motivated new simulations of the large ice sheets (the Eurasian, North

American and East Antarctic ice sheets) over key intervals. The previous chapter covered the

main conclusions of this thesis and was intended to draw the thesis together. Here the main

findings from each chapter are summarised, followed by suggested directions for future work:

Chapter 1 - main findings

In this chapter the existing long duration records of sea level, deep-sea temperature and surface

temperature for the Cenozoic were reviewed. We focused on the main sources of uncertainty in

these records. For the DST records based on the Mg/Ca ratio of benthic foraminifera, a large

source of potential error is uncertainties in the past Mg/Ca ratio of seawater, especially for

records >1 Ma in duration (Lear et al., 2000; Billups and Schrag, 2003). This problem is compli-

cated by uncertainties in the nature of the relationship between the Mg/Ca ratio of foraminiferal

calcite and the Mg/Ca ratio of seawater (Evans and Müller, 2012). Additionally, changes in

the calcite saturation state of the ocean could have a↵ected the Mg/Ca palaeo-thermometer

(Martin et al., 2002). For example, across the EOT changes in the calcite compensation depth

could have masked deep-sea cooling in some records (Lear et al., 2004). The TEX86 and Uk’
37

proxies for SST were also discussed.

Continuous records of past sea level on long timescales (107 years) are currently limited to

records from sequence stratigraphy. We reviewed the record from the New Jersey margin, one

of the most continuous records presently available (Miller et al., 2005a; Kominz et al., 2008).

There are key uncertainties with such sea level records which complicates their use as a past

record of glacioeustasy, for example: a lack of data during lowstands, potential instabilities of

continental margins which could be misinterpreted as being a glacioeustatic signal (Müller et al.,

2008; Petersen et al., 2010) and additional signals from changes in the ocean basin volume.

We then discussed the deep-sea oxygen isotope record, which is a mixed climate recorder

of DST and terrestrial ice volume (Zachos et al., 2001a, 2008), and methods which attempt to
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separate these two signals using ice sheet modelling (de Boer et al., 2010). Finally, we discussed

asynchronously coupled climate-ice sheet modelling of the East Antarctic ice sheet (DeConto

and Pollard, 2003a).

Chapter 2 - main findings

Using the data we discussed in the previous chapter, we investigated possible forms for the

relationship between temperature (both DST and SST) and sea level in the Cenozoic. This was

approached by testing possible forms from previous publications which suggest various linear or

nonlinear forms for this relationship (DeConto and Pollard, 2003a; Archer, 2007; de Boer et al.,

2010). The nonlinear forms can be subdivided into 1) as seen in some modelling studies where

a small reduction in temperature across the glacial threshold results in the growth a large ice

sheet due to feedback mechanisms (Huybrechts, 1993; Pollard and DeConto, 2005; Langebroek

et al., 2009) and 2) caused by the di↵erent glacial thresholds for Northern Hemisphere and

Southern Hemisphere glaciation and the ice sheet carrying capacity of the Antarctic continent

(de Boer et al., 2010). Although this first type of nonlinearity may be evident in the DST / sea

level plots, it is likely that this is due to a lack of cooling in the DST record across the EOT. We

suggested that the second nonlinear form was most evident in the data used. A linear form for

this past relationship is unlikely, although when using the low latitude SST record the reduced

temperature signal makes determining any form di�cult.

Chapter 3 - main findings

Here we described and tested a method for performing long duration simulations of the ice

sheets, the GCM matrix method. The method was based on that described by Pollard (2010)

and allows for forcing of the ice sheets from changes in the atmospheric concentration of CO2,

changes in the astronomical configuration and an approximation of feedbacks from the growth

of an ice sheet on the climate system. This method was tested by conducting control simulations

of the North American and Eurasian ice sheets through the last glacial cycle, for each of these

ice sheet forcings. These tests suggested that we are able to reproduce the ice sheet response

to CO2 and astronomical forcing reasonably well using a limited number of climate model

simulations. The largest source of error was in the approximation of ice sheet feedbacks on the

climate system. We were unable to simulate a complete deglaciation of the North American

and Eurasian ice sheets at the end of the last glacial cycle.
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Chapter 4 - main findings

In this chapter we investigated the atmospheric CO2 thresholds for the glaciation of the East

Antarctic ice sheet with the aim of ascertaining whether there could have been small ice sheets

during the warmth of the Eocene. Existing climate simulations from 5 di↵erent GCMs (DeConto

et al., 2008; Heinemann et al., 2009; Roberts et al., 2009; Lunt et al., 2010b; Huber and Knutti,

2011) were used to perform o✏ine ISM simulations. In addition to using di↵erent GCMs these

climate simulations also had slightly di↵erent boundary conditions, such as di↵erent palaeo-

geographies.

The ISM results showed a wide disagreement between these di↵erent climate simulations.

In particular the simulations using HadCM3L showed a high seasonality, which significantly

limited the growth of ice even at low (1⇥ PIC) atmospheric CO2 concentrations. However 3

of the other GCM simulations provided some evidence that small ice sheets could have existed

in the Eocene, based on current proxy estimates of atmospheric CO2. We showed that the

simulations are particularly sensitive to the choice of ISM bedrock topography and the lapse

rate parameter. We discussed other mechanisms which could have prevented the growth of the

ice sheets if the Eocene was ice-free.

Chapter 5 - main findings

Here we performed long duration simulations of the glaciation and deglaciation of the East

Antarctic ice sheet under Eocene / Oligocene boundary conditions to investigate ice sheet

hysteresis. Because of the computationally e�cient GCM matrix method described and tested

in Chapter 3, we were able to perform many sensitivity simulations.

All of our simulations showed a hysteresis response and the deglacial atmospheric CO2 thresh-

old was always above the glacial threshold. The hysteresis was reduced with the inclusion of

astronomical variability and increased with the inclusion of albedo feedbacks. Basal sliding had

a large impact on the ice sheet hysteresis, with a high rate of basal sliding resulting in a reduced

hysteresis. However, due to uncertainties about the past basal environment of the Antarctic

these experiments were perhaps oversimplified. It remains di�cult to reconcile the strong hys-

teresis and the threshold response seen in our ISM simulations with sea level records, which

show significant fluctuations in ice volume in the Oligocene and Miocene, and the relatively low

atmospheric CO2 shown by current proxy records. We suggested a number of reasons as to why

this disagreement may exist.
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Chapter 6 - main findings

Here the results from our ice sheet modelling simulations were presented as temperature versus

sea level and atmospheric CO2 versus sea level plots in order to compare with the data synthesis

from the first 2 chapters and the recent review of Foster and Rohling (2013). Our ice sheet

simulations showed close agreement with the atmospheric CO2 versus sea level data in particular.

However, the strong hysteresis shown in our simulations and the use of data from the Cenozoic,

which is broadly a period of long-term cooling, limits the use of these relationships to make

inferences about the future response of the ice sheets to projected anthropogenic warming, in

the absence of a better understanding of ice sheet hysteresis.

7.2 Future work

Each chapter of this thesis has identified some key areas where further work is required. In the

early chapters we attempted to bring together di↵erent palaeo-proxies and modelling studies.

We identified some interesting relationships in the existing data, and also highlighted significant

areas for future work. However, we were limited in our ability to define better the DST and

SST to sea level relationships on this long timescale given the qualitative and quantitative

uncertainties in the sea level and temperature data used and incomplete durations of the data.

It is evident that future improvements in DST, SST and sea level records will enable an improved

understanding of this relationship.

Improvements in the individual proxy records means that syntheses, such as that of Archer

(2007) and that shown in this thesis, quickly become outdated. Since the publication of the

Lear et al. (2000) long-duration, low-resolution DST data set used in this thesis, improvements

to the Mg/Ca temperature proxy and its application have been made, and newer, shorter-

duration, higher-resolution data sets have been produced (e.g., Lear et al., 2010; Pusz et al.,

2011). However, further refinement of this proxy is needed, leading to the production of a

long-duration, high-resolution data set (Cramer et al., 2011). In particular issues relating to

corrections for the past seawater Mg/Ca ratio need to be resolved (Evans and Müller, 2012).

This is in addition to the continued development of other temperature proxies such as TEX86

and Uk’
37 (Liu et al., 2009). The potential regional e↵ects in the NJ sequence stratigraphy

record mean that additional well-dated records from other regions are needed to determine to

what extent this record is representative of global eustatic sea level (Cramer et al., 2011; Raymo
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et al., 2011). This is in combination with work on the tectonic history of the NJ margin during

the Cenozoic (Müller et al., 2008; Petersen et al., 2010). More work is needed on reconstructing

past ocean circulation changes in order to determine how representative the DST record and

multi-basinal compilations are of surface climate changes (Cramer et al., 2009).

The later chapters in this thesis focused on long duration ice sheet modelling. A problem

when conducting such long duration simulations is that current computational limitations mean

that complex climate models cannot currently be directly coupled to ice sheet models. This has

led to various attempts at indirect coupling and the use of reduced complexity climate models

(DeConto and Pollard, 2003a; Ganopolski et al., 2010; Pollard, 2010). The GCM matrix method

we developed and tested was only partially successful in simulating the last glacial cycle. There

are a number of areas where we could improve our ice sheet modelling approach.

The ice sheet model we used has no treatment of ice shelves (Rutt et al., 2009), meaning

that we needed to lower the marine margin in order to simulate the formation of the Northern

Hemisphere ice sheets across shallow seas (Gregoire et al., 2012). There are parameterisations

now used in other ice sheet models which allow the simulation of ice transfer from grounded

terrestrial ice to floating ice shelves (Schoof, 2007; Pollard and DeConto, 2009), we could use

such an ISM. This would also allow us to simulate the West Antarctic ice sheet. Alternatively,

we could use an ice sheet model which explicitly simulates the transfer of mass across the

grounding line, such ice sheet models currently exist although are computationally expensive

(Morlighem et al., 2010; Seddik et al., 2012). The surface mass balance scheme used also has

limitations, especially when the astronomical configuration is changed (van de Berg et al., 2011).

However, adopting a more complex energy balance method requires additional climate inputs

from the climate model, some of which may be parameterised if a reduced complexity model

is used (Ganopolski et al., 2010). All of these improvements will add computational expense,

which could mean that we are no longer able to conduct very long duration simulations (Pollard,

2010).

There are ongoing improvements to climate models and their application. We have not used

the most up-to-date versions of the climate models in this thesis. Improvements in computing

power will allow the use of more sophisticated climate models for palaeo-climate applications.

Novel methods of climate forcing, such as the use of climate emulators, should also be explored

(Crucifix, 2012). We have mostly focused on the temporal mismatch between the climate and

the ice sheets, however there is also a spatial mismatch (Pollard, 2010). Atmospheric processes
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which operate on a smaller scale than GCM grids may be important for ice sheet simulation,

especially at the ice sheet edge. Regional climate models could be used to help overcome this

spatial mismatch, although these models are also computationally expensive (Pollard, 2010).

We have not been able to reconcile our ice sheet model simulations with proxy records from

the Oligocene and Miocene (e.g. Pagani et al., 2005; Kominz et al., 2008; Foster et al., 2012;

Gallagher et al., 2012), due to the strong threshold response and hysteresis in our simulations,

meaning that the East Antarctic ice sheet is very stable once it forms. Broadly, there are two

narratives for the past stability of the East Antarctic ice sheet. The first is that the East Antarc-

tic was stable once it formed and did not contribute to sea level fluctuations in the Oligocene

and Miocene (Pollard and DeConto, 2005). The second narrative is that the East Antarctic was

dynamic during this period, under relatively modest atmospheric CO2 concentrations (Foster

et al., 2012; Gallagher et al., 2012). Clearly the second narrative is the more concerning when

considering projected anthropogenic warming. Our study highlights that much more work is

needed from both proxy records and modelling to determine which of these narratives is correct.
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Appendix A

Large parameter ensemble

member ↵
s

(mm d�1 �C �1) ↵
i

(mm d�1 �C �1) f G (mWm�2) � (�C km�1)

1 5.183 17.170 2.222 -53.220 8.437

2 3.147 18.080 7.645 -55.860 6.342

3 7.314 11.480 6.041 -56.550 5.025

4 3.215 15.810 4.341 -58.480 6.094

5 5.342 18.620 8.244 -51.030 8.441

6 5.930 16.220 1.199 -35.520 5.868

7 6.404 14.630 1.660 -52.580 8.072

8 5.370 18.490 9.301 -37.130 7.070

9 3.409 16.700 4.288 -61.500 5.498

10 4.080 9.086 5.414 -39.100 6.940

11 3.311 14.390 8.838 -42.710 5.921

12 7.246 8.137 3.829 -40.570 7.769

13 4.607 13.670 6.352 -45.870 7.912

14 6.695 18.950 6.968 -62.450 6.627

15 5.582 8.469 3.144 -51.390 5.530

16 4.906 19.450 5.623 -45.500 5.383

17 4.310 9.973 4.682 -63.260 5.772

18 3.570 12.360 5.978 -64.200 7.390

19 4.809 10.360 5.570 -56.640 8.081

20 4.857 8.901 5.043 -38.580 7.547

21 5.603 13.530 3.606 -49.610 5.994
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22 7.408 11.050 8.694 -40.000 5.462

23 6.896 8.983 9.104 -53.450 5.738

24 7.508 14.130 7.960 -39.640 7.656

25 5.834 10.740 9.528 -48.620 5.265

26 7.620 11.850 5.165 -39.430 6.884

27 5.528 15.570 2.027 -62.900 8.855

28 3.923 15.360 6.164 -58.770 8.655

29 6.530 13.240 2.794 -43.420 7.174

30 6.075 12.800 8.417 -53.620 7.970

31 5.896 12.690 9.271 -64.860 7.928

32 4.973 11.260 1.921 -52.890 7.710

33 5.221 9.912 3.622 -55.500 7.587

34 3.735 9.715 7.906 -52.200 5.917

35 4.137 8.084 4.540 -60.340 7.209

36 3.076 17.330 4.859 -59.280 7.250

37 7.831 14.570 1.115 -46.970 8.190

38 6.400 17.040 5.789 -46.590 5.094

39 7.689 17.700 5.702 -60.610 5.677

40 5.279 10.770 7.211 -38.090 8.888

41 5.047 10.120 1.387 -63.980 8.242

42 5.994 8.628 7.662 -59.570 7.324

43 6.304 13.380 2.815 -49.820 7.608

44 5.705 16.910 5.268 -42.460 8.121

45 6.206 19.770 8.966 -62.250 5.833

46 3.697 15.450 9.960 -38.610 7.448

47 7.367 8.282 9.770 -51.840 5.149

48 6.640 16.090 3.703 -63.790 7.131

49 4.660 11.150 7.460 -44.670 7.004

50 4.282 15.300 3.067 -58.050 8.535

51 4.047 13.830 8.480 -42.110 5.576

52 3.762 9.334 6.290 -36.080 8.769

53 4.471 12.680 1.734 -43.870 8.821

54 7.479 17.770 5.920 -50.230 6.157
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55 3.833 19.190 9.423 -62.990 7.308

56 3.284 16.850 8.355 -57.010 6.975

57 5.657 19.750 7.330 -48.390 6.691

58 3.618 9.628 6.775 -64.400 6.255

59 5.125 16.610 3.190 -57.630 6.182

60 3.541 12.930 1.345 -47.200 5.303

61 7.157 15.770 4.752 -60.870 6.470

62 4.597 10.170 2.141 -61.360 5.705

63 6.113 13.100 2.610 -44.480 6.865

64 6.760 11.510 4.431 -47.440 7.737

65 6.719 12.080 6.543 -47.690 5.414

66 7.016 12.440 9.634 -35.700 8.322

67 4.239 9.210 3.497 -45.760 8.725

68 3.474 14.330 5.379 -55.150 8.383

69 6.586 18.230 9.049 -49.330 6.780

70 3.997 11.670 2.630 -40.220 7.427

71 7.734 14.070 7.798 -35.080 6.644

72 4.164 9.519 1.850 -40.970 6.534

73 7.129 15.920 8.813 -54.670 5.197

74 4.369 14.810 5.065 -43.000 8.717

75 4.793 12.080 9.658 -37.990 5.215

76 6.257 18.800 7.505 -45.050 6.733

77 7.769 11.760 6.862 -50.350 6.372

78 3.869 13.900 1.008 -57.450 7.080

79 7.987 10.580 2.975 -46.300 8.947

80 7.259 17.880 3.299 -54.850 8.623

81 3.049 10.940 1.495 -36.550 5.072

82 7.567 14.930 7.044 -51.540 8.008

83 6.931 15.110 8.025 -36.470 6.810

84 6.040 18.910 3.907 -44.290 6.411

85 4.504 19.390 2.311 -43.390 8.293

86 4.409 8.515 6.479 -37.040 8.561

87 3.388 19.930 8.178 -37.500 8.984
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88 5.465 16.510 6.594 -41.120 5.625

89 6.824 8.807 2.456 -61.930 8.488

90 6.158 10.400 4.176 -41.680 6.073

91 5.098 12.280 6.671 -50.790 6.507

92 7.858 13.510 4.951 -56.220 8.232

93 4.701 17.540 9.865 -48.830 6.305

94 7.924 19.060 3.425 -41.580 6.570

95 3.172 16.360 8.649 -48.090 5.321

96 5.407 19.550 4.131 -58.110 7.504

97 6.998 17.370 2.390 -53.920 7.804

98 7.083 15.080 1.610 -59.990 6.009

99 5.785 18.430 7.146 -54.310 6.213

100 6.494 18.120 4.009 -59.760 7.842

Table A.1: Ensemble parameter values for simulations in Chapter 3
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Appendix B

Ice volume in BBC ALL simulations

of Singarayer and Valdes (2010)
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continental isostatic rebound for the whole period from the LGM to
the modern at 500 year intervals. Using standard linear interpola-
tion techniques, this dataset can be used to calculate, at the GCM
scale, the total continental elevation (including the direct thickness
of the ice sheets plus the effects of isostatic adjustment), bathym-
etry (including isostatic changes), ice-area extent, and land sea
mask for each time interval. To ensure consistency with existing
pre-industrial boundary conditions, we used an anomaly-based
method to calculate our palaeogeographic boundary conditions. In
this method, anomalies of a particular time-slice palaeogeography
minus pre-industrial ICE-5G data are then added to our model pre-
industrial geographical boundary conditions.

Before 21 kyr BP it is more difficult to reconstruct the
geographical extent and heights of the major ice sheets. We based
our reconstructions on the work of Peltier and Fairbanks (2006),
which included a calculation of the pre- and post-glacial ice. This
work used the Martinsen et al. (1987) SPECMAP record of d18O
history to constrain the evolution of the volume of land ice from the
last interglacial up to the LGM. It assumed that during glaciation the
area of the continents covered by ice remains similar to the LGM
coverage and that ice thickness simply rises synchronously with
d18O. Thus our choice of reconstruction will have a tendency to
overestimate ice extent, but has a total ice volume consistent with
observations (Fig. 2). In addition, Peltier and Fairbanks (2006)
suggested that the maximum ice volume occurs at about 26 kyr BP.
We complemented the ice-sheet thickness data with regression
analysis on the ICE5G dataset to produce the orographic height and
bathymetry for each pre-LGM time period.

The ICE5G dataset is known to have some weaknesses. In
particular, the reconstructed ice sheets are constrained by relative
sea-level datasets and estimates of ice-sheet extent, but are
generally not glaciologically constrained (except for Greenland; see
Tarasov and Peltier, 2002). This means that the reconstructed ice

sheets rarely have a parabolic edge consistent with most ice-sheet
modelling, but instead have a relatively flat profile near the ice
margin. Future work will investigate the sensitivity of our results to
different methodologies for calculating ice-sheet extent and height.

2.3. Experimental set-up

We performed two sets of ‘‘snapshot’’ simulations each con-
sisting of 62 model runs covering the whole of the last
120 000 years, at a frequency ranging from every 4000 years at the
start of the period (between 120 kyr BP and 80 kyr BP), to every
2000 years from 80 kyr BP to 22 kyr BP and to every 1000 years
from22 kyr BP to the pre-industrial. One set of simulations includes
forcing from changes in greenhouse gases and orbital parameters
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Fig. 1. Greenhouse gas atmospheric concentrations used as boundary conditions for the simulations (a) CO2 from Vostok ice core (Petit et al., 1999); (b) CH4; and (c) N2O from EPICA
ice cores (Spahni et al., 2005; Loulergue et al., 2008), all transferred to the EDC3 chronology.
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Fig. 2. Volume anomaly from pre-industrial of the major ice sheets used as boundary
conditions in the model simulations: Eurasian (line symbols), Antarctic (open circle
symbols) and Laurentide/North American (filled triangle symbols) ice sheets.
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Figure B.1: Ice volume in BBC ALL simulations of Singarayer and Valdes (2010), used as boundary

conditions in GCM simulations by scaling the ICE-5G ice sheet reconstruction to the SPECMAP �18O

record of ice volume.
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Appendix C

Possible ‘saddle-collapse’ of the

North American ice sheets
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Figure C.1: Possible ‘saddle-collapse’ during last glacial cycle for the North American ice sheets between

88-85 ka.
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Figure C.2: Possible ‘saddle-collapse’ during last glacial cycle for the North American ice sheets between

59-56 ka.
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Figure C.3: ‘Saddle-collapse’ during last termination for the North American ice sheets between 15-12

ka, similar to Gregoire et al. (2012).
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Figure C.4: ‘Saddle-collapse’ during last termination for the North American ice sheets between 10-7 ka.
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Appendix D

EoMIP simulations
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Figure D.1: Total annual precipitation from EoMIP GCM simulations at 4⇥ PIC. Note that the GISS

simulation includes elevated CH4 and is approximately equivalent to a 4.3 ⇥ PIC simulation (Roberts et

al., 2009).
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Figure D.2: Seasonality for GENESIS simulations using the GTECH paleogeography used by Lunt et al.

(2010), simulations were performed with an atmospheric CO2 concentration of 314 ppm (Pollard 2012,

personal communication).
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Figure D.3: Impact of using dynamic vegetation model on seasonality of HadCM3L early Eocene simu-

lations (Lopston 2012, personal communication).
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Figure D.4: Di↵erent GCM Antarctic bedrock topographies for EoMIP simulations
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Appendix E

Small parameter ensemble

member ↵
s

(mm d�1 �C �1) ↵
i

(mm d�1 �C �1) f B
s

(mm yr�1 Pa�1) � (�C km�1)

1 5.861 17.810 4.536 3.759 5.879

2 6.388 16.750 6.958 2.090 8.185

3 3.427 12.490 6.692 2.759 6.447

4 6.442 14.960 2.206 7.427 6.933

5 4.847 10.040 1.144 5.356 5.978

6 3.286 16.100 5.228 3.926 7.367

7 4.083 8.041 9.848 9.021 6.290

8 4.626 11.040 4.863 7.048 7.456

9 7.319 9.377 6.224 6.131 7.654

10 7.617 9.739 2.484 9.251 7.855

11 3.815 19.170 7.541 2.920 6.870

12 7.946 15.380 3.607 8.198 5.343

13 7.196 11.550 5.545 7.790 6.135

14 4.556 19.750 7.290 4.546 8.601

15 5.786 8.917 8.777 6.402 5.678

16 3.771 13.110 9.568 1.469 8.395

17 4.298 12.290 5.855 0.980 7.151

18 6.639 18.210 1.425 5.606 8.913

19 5.437 18.700 1.929 8.750 5.183

20 7.423 10.420 4.224 9.710 6.672

21 5.034 13.940 8.240 1.835 5.544
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22 3.174 13.420 3.484 6.817 8.829

23 6.129 14.610 7.995 4.752 5.128

24 6.862 16.300 3.125 0.599 7.950

25 5.309 17.560 9.035 3.313 8.265

Table E.1: Ensemble parameter values for simulations in Chapter 5
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Figure E.1: Correlation between parameter values and ice sheet hysteresis for small parameter ensemble

and hysteresis experiments in Chapter 5 which include basal sliding, correlation coe�cients are shown

on the figures.
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Appendix F

Raw climate / sea level model

output
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Figure F.1: Global MAT against sea level for GCM-ISM simulations for a reduction in temperature.

Showing raw ensemble output, which are binned in main thesis.
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Figure F.2: Global MAT against sea level for GCM-ISM simulations for an increase in temperature.

Showing raw ensemble output, which are binned in main thesis.
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Figure F.3: Atmospheric CO2 against sea level for GCM-ISM simulations for EAIS simulations showing

and reduction in atmospheric CO2 and NH ice sheet simulations of the last glacial cycle. Showing raw

ensemble output, which are binned in main thesis. The data shown in grey are from Foster and Rohling

(2013), see main text for description
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Figure F.4: Atmospheric CO2 against sea level for GCM-ISM simulations for EAIS simulations and NH

ice sheet simulations showing an increase atmospheric CO2. Showing raw ensemble output, which are

binned in main thesis. The data shown in grey are from Foster and Rohling (2013), see main text for

description
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Lüthi, D., Le Floch, M., Bereiter, B., Blunier, T., Barnola, J.-M., Siegenthaler, U., Raynaud, D., Jouzel,

J., Fischer, H., Kawamura, K., and Stocker, T. F. (2008). High-resolution carbon dioxide concentration

record 650,000-800,000 years before present. Nature, 453(7193):379–82.

Lythe, M. and Vaughan, D. (2001). BEDMAP: A new ice thickness and subglacial topographic model

of Antarctica. Journal of Geophysical Research, 106(B6):11335–11351.

Mackintosh, A., Golledge, N., Domack, E., Dunbar, R., Leventer, A., White, D., Pollard, D., DeConto,

R., Fink, D., Zwartz, D., Gore, D., and Lavoie, C. (2011). Retreat of the East Antarctic ice sheet

during the last glacial termination. Nature Geoscience, 4(3):195–202.

Markwick, P. (1998). Fossil crocodilians as indicators of Late Cretaceous and Cenozoic climates: impli-

cations for using palaeontological data in reconstructing palaeoclimate. Palaeogeography, Palaeocli-

matology, Palaeoecology, 137(3-4):205–271.

Marlowe, I. (1984). Lipids as paleoclimatic indicators. Phd, University of Bristol.

Marlowe, I., Brassell, S., Eglinton, G., and Green, J. (1990). Long-chain alkenones and alkyl alkenoates

and the fossil coccolith record of marine sediments. Chemical Geology, 88(3-4):349–375.

Marshall, S. J. (2002). Basal temperature evolution of North American ice sheets and implications for

the 100-kyr cycle. Geophysical Research Letters, 29(24):2214.

XV



Marshall, S. J., James, T. S., and Clarke, G. K. (2002). North American ice sheet reconstructions at the

Last Glacial Maximum. Quaternary Science Reviews, 21(1-3):175–192.

Martin, P. A., Lea, D. W., Rosenthal, Y., Shackleton, N. J., Sarnthein, M., and Papenfuss, T. (2002).

Quaternary deep sea temperature histories derived from benthic foraminiferal Mg/Ca. Earth and

Planetary Science Letters, 198(1-2):193–209.

Martinson, D., Pisias, N., and Hays, J. (1987). Age dating and the orbital theory of the ice ages:

Development of a high-resolution 0 to 300,000-year chronostratigraphy. Quaternary Research, 29:1–

29.

Matthews, R. and Poore, R. (1980). Tertiary �18O record and glacio-eustatic sea-level fluctuations.

Geology, 8:501–504.

McGranahan, G., Balk, D., and Anderson, B. (2007). The rising tide: assessing the risks of climate change

and human settlements in low elevation coastal zones. Environment and Urbanization, 19(1):17–37.

McGu�e, K. and Henderson-Sellers, A. (2005). A Climate Modelling Primer. Wiley, Chichester, 3rd

edition.

McKay, M., Beckman, R., and Conover, W. (1979). A comparison of three methods for selecting values

of input variables in the analysis of output from a computer code. Technometrics, 21(2):239–245.

Medina-Elizalde, M. and Lea, D. (2005). The mid-Pleistocene transition in the Tropical Pacific. Science,

310(5750):1009.

Mengel, J., Short, D., and North, G. (1988). Seasonal snowline instability in an energy balance climate

model. Climate Dynamics, 1:127–131.

Mercer, J. (1978). West Antarctic ice sheet and CO2 greenhouse e↵ect: a threat of disaster. Nature,

271(26):321–325.

Merlis, T. M. and Khatiwala, S. (2008). Fast dynamical spin-up of ocean general circulation models

using Newton-Krylov methods. Ocean Modelling, 21(3-4):97–105.

Miall, A. (1992). Exxon global cycle chart: An event for every occasion? Geology, 20(9):787.

Micheels, A., Bruch, A. A., Uhl, D., Utescher, T., and Mosbrugger, V. (2007). A Late Miocene cli-

mate model simulation with ECHAM4/ML and its quantitative validation with terrestrial proxy data.

Palaeogeography, Palaeoclimatology, Palaeoecology, 253(1-2):251–270.

Miller, K., Fairbanks, R., and Mountain, G. (1987). Tertiary oxygen isotope synthesis, sea level history,

and continental margin erosion. Paleoceanography, 2(1):1–19.

XVI



Miller, K., Kominz, M., and Browning, J. (2005a). The Phanerozoic record of global sea-level change.

Science, 310(1293).

Miller, K., Mountain, G., Browning, J., Kominz, M., Sugarman, P., Christie-Blick, N., Katz, M., and

Wright, J. (1998). Cenozoic global sea level, sequences, and the New Jersey transect: results from

coastal plain and continental slope drilling. Reviews of Geophysics, 36(4):569–601.

Miller, K., Wright, J., and Browning, J. (2005b). Visions of ice sheets in a greenhouse world. Marine

Geology, 217(3-4):215–231.

Miller, K., Wright, J., and Fairbanks, R. (1991). Unlocking the ice house: Oligocene-Miocene oxygen

isotopes, eustasy, and margin erosion. Journal of Geophysical Research, 96:6829–6848.

Miller, K., Wright, J., Katz, M., Browning, J., Cramer, B., Wade, B., and Mizintseva, S. (2008a). A

view of Antarctic ice-sheet evolution from sea-level and deep-sea isotope changes during the Late

Cretaceous-Cenozoic. In Antarctica: A Keystone in a Changing World-Proceedings of the 10th Inter-

national Symposium on Antarctic Earth Sciences, pages 55–70.

Miller, K. G., Browning, J. V., Aubry, M.-P., Wade, B. S., Katz, M. E., Kulpecz, A. A., and Wright,

J. D. (2008b). Eocene-Oligocene global climate and sea-level changes: St. Stephens Quarry, Alabama.

Geological Society of America Bulletin, 120(1):34.

Miller, K. G., Sugarman, P. J., Browning, J. V., Horton, B. P., Stanley, A., Kahn, A., Uptegrove,

J., and Aucott, M. (2009a). Sea-level rise in New Jersey over the past 5000 years: Implications to

anthropogenic changes. Global and Planetary Change, 66(1-2):10–18.

Miller, K. G., Wright, J. D., Browning, J. V., Kulpecz, A., Kominz, M., Naish, T. R., Cramer, B. S.,

Rosenthal, Y., Peltier, W. R., and Sosdian, S. (2012). High tide of the warm Pliocene: Implications

of global sea level for Antarctic deglaciation. Geology, G32869:1–4.

Miller, K. G., Wright, J. D., Katz, M. E., Wade, B. S., Browning, J. V., Cramer, B. S., and Rosenthal, Y.

(2009b). Climate threshold at the Eocene-Oligocene transition: Antarctic ice sheet influence on ocean

circulation. In Koeberl, C. and Montanari, A., editors, SPE452: The Late Eocene EarthHothouse,

Icehouse, and Impacts, volume 80301, pages 169–178. Geological Society of America.

Mitrovica, J. X., Gomez, N., and Clark, P. U. (2009). The sea-level fingerprint of West Antarctic collapse.

Science, 323(5915):753.

Mitrovica, J. X., Tamisiea, M. E., Davis, J. L., and Milne, G. A. (2001). Recent mass balance of polar

ice sheets inferred from patterns of global sea-level change. Nature, 409(6823):1026–9.

Monnin, E., Indermühle, A., Dällenbach, A., Flückiger, J., Stau↵er, B., Stocker, T. F., Raynaud, D., and

Barnola, J. M. (2001). Atmospheric CO2 concentrations over the last glacial termination. Science,

291(5501):112–4.

XVII



Moran, K., Backman, J., Brinkhuis, H., Clemens, S. C., Cronin, T., Dickens, G. R., Eynaud, F., Gat-

tacceca, J., Jakobsson, M., Jordan, R. W., Kaminski, M., King, J., Koc, N., Krylov, A., Martinez, N.,

Matthiessen, J., McInroy, D., Moore, T. C., Onodera, J., O’Regan, M., Pälike, H., Rea, B., Rio, D.,
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alkenone paleotemperature index Uk37’ based on core-tops from the eastern South Atlantic and the

global ocean (60 N-60 S). Geochimica et Cosmochimica Acta, 62(10):1757–1772.

Müller, R., Sdrolias, M., and Gaina, C. (2008). Long-term sea-level fluctuations driven by ocean basin

dynamics. Science, 319(1357).

Naish, T. R. and Wilson, G. S. (2009). Constraints on the amplitude of Mid-Pliocene (3.6 - 2.4 Ma)

eustatic sea-level fluctuations from the New Zealand shallow-marine sediment record. Philosophical

transactions. Series A, Mathematical, physical, and engineering sciences, 367(1886):169–87.

Najjar, R. G. (2002). Modeling geographic impacts on early Eocene ocean temperature. Geophysical

Research Letters, 29(15):2–5.

Nicholas, C. J., Pearson, P. N., Bown, P. R., Dunkley, T., Huber, B. T., Karega, A., Lees, J. A., Mcmillan,

I. K., Halloran, A. O., Singano, J. M., and Wade, B. S. (2006). Stratigraphy and sedimentology of the

Upper Cretaceous to Paleogene Kilwa Group, southern coastal Tanzania. Journal of African Earth

Sciences, 45:431–466.

Nong, G. T., Najjar, R. G., Seidov, D., and Peterson, W. H. (2000). Simulation of ocean temperature

change due to the opening of Drake Passage. Geophysical Research Letters, 27(17):2689.

Nordhaus, W. (1979). Strategies for the control of carbon dioxide. In The e�cient use of energy resources.

Yale University Press, New Haven.

North, G. (1975). Theory of energy balance climate models. Journal of the Atmospheric Sciences,

32(11):2033–2043.

North, G. (1984). The small ice cap instability in di↵usive climate models. Journal of the Atmospheric

Sciences, 41(23):3390–3395.

Notz, D. (2009). The future of ice sheets and sea ice: Between reversible retreat and unstoppable loss.

PNAS, 106(49):20590–20595.

XVIII



Nurnberg, D., Bijma, J., and Hemleben, C. (1996). Assessing the reliability of magnesium in foraminiferal

calcite as a proxy for water mass temperatures. Geochimica et Cosmochimica Acta, 60(5):803–814.

Oerlemans, J. (1981). Some basic experiments with a vertically-integrated ice sheet model. Tellus,

33:1–11.

Oerlemans, J. (1982). Glacial cycles and ice-sheet modelling. Climatic Change, 4(4):353–374.

Oerlemans, J. (2002). On glacial inception and orography. Quaternary International, 95:5–10.

Oerlemans, J. (2004). Correcting the Cenozoic �18O deep-sea temperature record for Antarctic ice

volume. Palaeogeography, Palaeoclimatology, Palaeoecology, 208(3):195–205.
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